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ABSTRACT 
There is a growing demand for transparency in search engines to 
understand how search results are curated and to enhance users’ 
trust. Prior research has introduced search result explanations with 
a focus on how to explain, assuming explanations are benefcial. 
Our study takes a step back to examine if search explanations are 
needed and when they are likely to provide benefts. Additionally, 
we summarize key characteristics of helpful explanations and share 
users’ perspectives on explanation features provided by Google and 
Bing. Interviews with non-technical individuals reveal that users 
do not always seek or understand search explanations and mostly 
desire them for complex and critical tasks. They fnd Google’s search 
explanations too obvious but appreciate the ability to contest search 
results. Based on our fndings, we ofer design recommendations 
for search engines and explanations to help users better evaluate 
search results and enhance their search experience. 

CCS CONCEPTS 
• Information systems → Web search engines; Web searching 
and information discovery; • Human-centered computing → 
Human computer interaction (HCI). 
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explanations, search explanations, search experience, search en-
gines, transparency 

ACM Reference Format: 
Prerna Juneja, Wenjuan Zhang, Alison Marie Smith-Renner, Hemank Lamba, 
Joel Tetreault, and Alex Jaimes. 2024. Dissecting users’ needs for search 
result explanations. In Proceedings of the CHI Conference on Human Factors 
in Computing Systems (CHI ’24), May 11–16, 2024, Honolulu, HI, USA. ACM, 
New York, NY, USA, 17 pages. https://doi.org/10.1145/3613904.3642059 

1 INTRODUCTION 
Search engines have become an integral part of our daily lives. 
According to a 2023 report, an overwhelming 93% of all web trafc 
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fows through search engines [53]. They not only facilitate infor-
mation dissemination but also exert a profound infuence on our 
beliefs, shape ideas, and mold the behaviors and perceptions of 
users [11]. For instance, a past study revealed that partisan bias in 
search engine rankings can substantially infuence the voting pref-
erences of individuals yet to make a decision [21, 22]. Despite the 
power they hold, search engines have long operated as black boxes, 
providing little to no explanation about why specifc search results 
are displayed to users and the order in which they appear. This lack 
of transparency has led users to develop folk theories or incorrect 
concepts about search engine functioning. For instance, a previ-
ous study revealed that searchers mistakenly believe web search 
engines accept payment for higher-ranking positions in search re-
sults, beyond advertisements [79]. The lack of transparency has 
also been linked to limited engagement with search results [60] and 
has been shown to contribute to users’ difculty in fnding desired 
information [23, 34, 79]. Therefore, researchers and scholars have 
advocated for making search algorithms more accountable by being 
more transparent and interpretable. Studies have shown that by 
explaining how search works and communicating more informa-
tion about search results, we can help users be more efcient and 
efective searchers [28, 43, 60, 67] as well as raise user awareness 
of biases in search engine results [59]. 

Despite the acknowledgment of the potential benefts of search 
explanations, there is limited work in this domain, often focusing 
on narrow aspects of search (such as query transformations), ex-
ploring how searchers perceive search engine decision-making, or 
testing the utility of specifc types of search explanations. A notable 
gap exists in our understanding of what users think about search 
explanations—do users truly desire them, and if so, what specifc 
needs and potential benefts are they seeking? This study aims to 
bridge the gap in understanding user perspectives on search expla-
nations. By investigating when “non-technical” users (defned in 
Section 3.1.2) question search results, we identify situations where 
additional explanations or context could enhance their understand-
ing. We explore what information search engines can provide to 
support informed decision-making and examine if and why users 
need search explanations for their various search needs. To navi-
gate this inquiry efectively, we leverage the framework of search 
objectives identifed by Rose et al. [71]. This framework catego-
rizes web searches into distinct goal-oriented categories, provid-
ing a structured approach to understanding and analyzing users’ 
information-seeking behaviors. The framework includes categories 
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such as directed-close searches, where users seek a single, unam-
biguous answer to a specifc question, advice searches, aimed at 
acquiring guidance, ideas, suggestions, or instructions, etc. Our 
objective is to discern whether and why users fnd search explana-
tions valuable in these specifc scenarios, examining how search 
explanations contribute to the fulfllment of diverse search goals. 

In this study, we also assess the utility of current search en-
gine explanation features. Popular web search engines like Google 
and Bing have traditionally ofered brief text snippets with each 
search result, highlighting relevant keywords to indicate content 
alignment with queries. In response to the growing demand for 
transparency and accountability, modern search engines have re-
cently introduced more sophisticated features designed to provide 
search explanations and additional context for search results. How-
ever, there is a limited understanding of users’ awareness and the 
perceived efectiveness of these additional features. Our research 
endeavors to bridge this gap by investigating users’ perceptions of 
their usefulness. Overall, this study is guided by three fundamental 
research questions: 

RQ1: Under what circumstances do users question the curation 
of search results? What additional information could facilitate 
their evaluation of the results? 
RQ2: For what search objectives do users fnd search result ex-
planations helpful or unhelpful? In situations where explanations 
are deemed useful, what are the perceived benefts? What are the 
characteristics that users desire from search result explanations? 
RQ3: How do users perceive the efectiveness of the existing 
search result explanations and search result context provided by 
Google and Bing search engines? 

To answer these research questions, we conducted a two-phase 
study. The frst phase was an online survey aimed at screening par-
ticipants and introducing them to various types of search objectives. 
The second phase was semi-structured interviews with 12 “non-
technical” users, aiming to understand users’ needs from search 
explanations. The study revealed that users tend to question search 
result curation when they encounter irrelevant results, inappropri-
ate content (like ads or pornography), unknown sources, or have 
doubts about the selection of top-ranked results. Understanding the 
concept of explanations presented a challenge for certain partici-
pants, yet others found them useful in context-specifc situations, 
especially for complex or high-stakes topics like medical searches 
and for searches where the objective is to fnd products or places 
they need to physically engage with. They prefer concise, action-
able explanations that can aid in refning search queries and provide 
a better understanding of search result perspectives. In terms of 
their perception of existing search explanations, participants found 
Google’s explanation too broad and obvious but appreciated the 
ability to provide feedback on search results and valued Bing’s 
webpage preview feature. Our study reveals that users desire ex-
planations not only to elucidate how search results are curated 
but also to gain additional insights about search results, all while 
maintaining agency over their search journey. Overall, our study 
delineates situations where search explanations are sought, outlines 
pivotal explanation attributes, and ofers design recommendations 
for search engines. 

2 RELATED WORK 

2.1 Users’ Interaction with Search Engines: 
Behavior, Decision-Making, and Mental 
Models 

Most studies have focused on understanding users’ search behav-
ior and search strategies by analyzing web log data. These studies 
reveal what people search on the web, how users formulate search 
queries, and patterns of query reformulations [8, 8, 38, 76, 76]. Stud-
ies have also delved into understanding how users decide to click 
and examine search results. An exploratory study conducted to 
determine how users fnd relevant search results found that factors 
like information present in the search result, users’ beliefs, and 
time constraints under which the user is operating infuence users’ 
decisions [7]. Similarly, another study identifed several criteria 
used by users to assess the relevance of search results, such as con-
tent, the accuracy of information provided, users’ understanding 
of the result (cognitive match), or tasks, user beliefs (belief match), 
emotional response to the source (afective match) [73]. Our work 
adds to this growing body of research. Rather than understanding 
what makes users click on a search result, we determine the situ-
ations in which users tend to question the results provided by a 
search engine and identify elements that can enhance users’ search 
experience. 

Scholars have also examined users’ mental models of online 
search. Studies in this area have sought to understand how users 
conceptualize search engines and the mechanisms behind them. 
Hendry and Efthimiadis, for instance, solicited sketches from stu-
dents on how search engines work [31]. The resulting fgures con-
tained a diverse array of concepts along with several misconcep-
tions about how search engines work [31]. Maramutsu et al. con-
ducted a user study to understand users’ knowledge of and reactions 
to the query transformations employed by search engines like stop 
word removals, boolean operators, etc. [60]. Zhang et al. studied un-
dergraduate students’ comprehension of various aspects of search 
engines, including search engine components, the search process, 
search result ranking mechanisms, and attributes of search engines 
[87]. Thomas et al. combined surveys with interviews to understand 
how users conceptualize search engines’ ranking algorithms [87]. 
The authors aimed to identify the concepts about how a search 
engine operates that users are familiar with and the concepts that 
are alien suggesting that search engines can add the concepts to 
the explanations about search results about which they have lit-
tle understanding [79]. In contrast, our approach takes a diferent 
trajectory. Instead of pinpointing specifc concepts to add to expla-
nations, we investigate the necessity of explanations themselves 
and the situations in which they prove benefcial. 

2.2 Study context: explanations 
The concept of explanation is multifaceted, drawing insights from 
various academic disciplines; however, there is no universally agreed-
upon defnition or formalization [37]. According to psychologist 
Lombrozo, explanations serve as the “currency in which we ex-
change belief”. They encompass both a cognitive process, wherein 
causes for an event, including specifc counterfactual cases, are 
identifed, and a resulting product—an explanation—derived from 
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the cognitive explanation process [51]. Numerous cognitive science 
theories emphasize that explanations frequently involve causal rela-
tions [46, 77] and are supported by the idea that explaining an event 
entails ofering information about its causal history. This notion 
aligns with the philosophical perspective that scientifc explana-
tions [72, 85] predominantly rely on causal relationships, wherein 
scientifc facts are elucidated by appealing to their causes. Expla-
nations are also thought of as similar to proofs in logic where a 
set of fundamental laws is presented as axioms, and the deductive 
sequences within the proofs form the explanation. [30]. However, 
non-experts often struggle to understand these methods [77]. 

Some defnitions of explanation are specifc to AI/ML and also 
take diferent forms. Some view it as any interpretable version of 
the original model [52]. Others defne it as the set of features in the 
interpretable domain infuencing a decision for a specifc example 
[58]. Additionally, a broader perspective encompasses all explana-
tory details about the model, including aspects like training data, 
performance, uncertainty, etc. [47]. In the feld of human-computer 
interaction, an explanation serves as a bridge between humans and 
a decision maker. It acts as a dual-purpose interface, accurately 
representing the decision maker while also being understandable 
to humans [26]. Scholars also highlight the social signifcance of 
explanations, going beyond the perspectives of developers and re-
searchers. They defne a ‘good explanation’ as one that is not only 
understood by the explainer but also holds meaning for the person 
seeking it [9]. 

In broader literature, the concept of explanation is also related 
to concepts of interpretability, transparency, trust, and fairness [1]. 
Some scholars treat explainability and interpretability as synony-
mous, referring to how well a human can comprehend decisions in a 
given context [18]. While some believe explainability encompasses 
a broader scope than interpretability [24, 27, 50]. Interpretability 
is defned as the ability to summarize reasons for system behavior, 
gain user trust, or ofer insights into decision causes. On the other 
hand, explainable AI goes beyond by being capable of defending 
actions, providing relevant responses, and allowing for audits [24]. 
Privacy and security laws across countries have also aimed to de-
fne explanations. The European Union General Data Protection 
Regulation (GDPR), for instance, defnes explanation as “meaning-
ful information about the logic involved” to individuals afected 
by automated decision-making systems [68]. Despite the lack of 
consensus, all defnitions share a common theme of emphasizing 
transparency and interpretability in providing comprehensive in-
sights into decision-making processes. Taking inspiration from this 
theme, in this work, we adopt a broader defnition of explanation. 
We defne it as “any feature or aspect that enhances the interpretabil-
ity and transparency of a system, making it more understandable 
and clear to users”. 

2.3 Search result explanations 
There exists a substantial body of scholarly work dedicated to the 
design and generation of explanations (see [1] for a detailed review). 
Previous research has focused on determining users’ needs from 
explanations [47–49], determining the impact of explanations on 
user perceptions of and resulting interactions with these systems 
[10, 13, 13, 16, 17, 41, 42, 44, 49, 66], as well as developing metrics 

to evaluate the quality and efectiveness of explanations [12, 33]. 
However, most of this research primarily focuses on the domains of 
AI and ML, where the primary goal of explanations is to demystify 
how the model’s output is generated [5, 45, 57, 69, 75, 82] or within 
collaborative fltering and recommender systems, where explana-
tions shed light on the rationale behind the generation of specifc 
recommendations [14, 32, 80, 81]. In contrast, studying explanations 
for search engines is still an under-explored area in the broader feld 
of explanations research. This gap in research is particularly note-
worthy given the unparalleled impact of search engines, facilitating 
access to an extensive array of information spanning educational 
research to health inquiries, setting them apart signifcantly from 
ML or recommendation systems that often focus on specifc con-
tent domains. The impact of search engines is also evident with 
the results of recent surveys conducted by Edelman and Reuters 
that showed users trusting search engines more than any other 
source including traditional news outlets and news recommended 
on social media [19, 61]. Given their impact and concerns regarding 
potential biases [35, 36, 40, 56, 70], scholars have begun advocating 
for transparent and explainable search interfaces. 

It is also crucial to note that, while both search engines and 
recommendation systems operate as black boxes, their operational 
distinctions are profound. Search engines, propelled by explicit user 
queries, provide immediate and diverse results that hold the power 
to directly infuence explicit decisions. In contrast, recommendation 
systems rely on implicit user behavior, gradually shaping decisions 
over time. Therefore transparency initiatives in the recommenda-
tion or AI/ML domains may fall short of adequately addressing 
the intricate interplay of user intent, query context, and the varied 
content types that search engines navigate. Thus, there is ongo-
ing research focused solely on generating explanations for search 
results [2, 3, 6, 65, 86] and showing the impact of explanations 
on efciency and trust [20, 67, 83], as well as explaining the rele-
vance of search results to users [15, 29]. However, there is still a 
limited understanding of if and when users fnd search explana-
tions benefcial. Our study explores the potential advantages of 
search explanations, identify the search objectives in which they 
prove valuable and ascertain the specifc characteristics desired in 
valuable explanations. 

3 METHOD 
To answer our research questions, we employed two methods: on-
line surveys1 followed by semi-structured interviews. As part of 
the online surveys, we frst administered a screening survey to 
determine eligibility for participation. Those meeting the criteria 
were invited to complete the study survey and participate in the 
interviews. Our study was reviewed for ethical concerns by our in-
stitution. We describe our recruitment strategy and method details 
of our study below. 

1The surveys were administered using Qualtrics software. 
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3.1 Recruitment 
3.1.1 Platforms. We recruited participants for our study from two 
platforms: Prolifc2 and Upwork3. Prolifc is a crowdsourcing web-
site similar to Amazon Mechanical Turk, while Upwork is a platform 
that connects employers with freelancing professionals. To ensure 
compliance with Prolifc’s community guidelines, we created a sep-
arate study for screening purposes constituting both surveys. Users 
who qualifed were added to the allowlist of the main interview 
study. On the other hand, Upwork allows the inclusion of a pre-
screening survey within the job post itself. Therefore, we designed 
a single job post on Upwork with two milestones: a study survey 
and an interview. Upwork also ofers the functionality to target 
professionals with specifc criteria. For our study, we specifcally 
targeted native or bilingual English speakers with professionals 
having job success scores of at least 90%. We excluded participants 
with skill sets in Development & IT. We paid participants $5 to fll 
out the study survey and $20 to participate in the interview. 

3.1.2 Targeted user group. In our study, our primary focus is on 
comprehending the perspectives of “non-technical” individuals. 
Drawing on the work of Thomas et. al. [79], we defne non-technical 
users as those lacking a computer science/IT background and not 
possessing a deep familiarity with concepts related to Artifcial 
Intelligence (AI), Machine Learning (ML), and information retrieval 
(IR). Participants were recruited based on self-reported data ob-
tained through a screening survey (as detailed in Section 3.2.1). We 
hypothesized that such individuals would exhibit a strong under-
standing of information retrieval concepts, heightened awareness 
of search engine functionalities, and familiarity with the princi-
ples of explainability and interpretability as well as awareness of 
information disorders. It is crucial to note, however, that our con-
ceptualization of the non-technical group is inherently limited, and 
we acknowledge this constraint in Section 8. 

3.2 Online surveys 
3.2.1 Screening survey. Participants needed to meet the following 
criteria to be eligible: 1) be at least 18 years old, 2) reside in the 
United States, 3) use search engines at least once or twice a day, 
and 4) possess a novice to intermediate level of expertise in AI and 
concepts of IR4. To ensure data quality, we added an attention check 
question and disqualifed participants who answered it incorrectly. 
Additionally, we added a text box question asking participants to 
describe how search engines like Google, Bing, etc. provide search 
results from billions of possibilities5. We clarifed that the question 
was not a test of participants’ capabilities and we did not expect 
perfect answers. Participants who provided of-topic, spam, or re-
sponses were disqualifed from further participation. While our 
initial intention was to disqualify participants who provided sophis-
ticated answers, including references to concepts such as Tf-Idf, 
Latent Semantic Analysis, Query Expansion, etc., it’s noteworthy 
that none of the participants provided responses of such complexity. 
2https://www.prolifc.co/
3https://www.upwork.com/
4We disqualifed participants who indicated intermediate or expert-level expertise in 
AI and IR. We also excluded individuals with degrees in computer science, information 
technology, and library or information science as these backgrounds could indicate a 
higher level of expertise in the aforementioned concepts.
5The exact phrasing of the question was borrowed from [79] 

Out of the 86 users who completed the screening survey (51 from 
Prolifc and 35 from Upwork), 29 participants qualifed for the study 
(19 from Prolifc and 10 from Upwork). 

3.2.2 Study survey. Our study aims to provide valuable insights 
into users’ needs for search explanations across a wide range of 
search objectives. By incorporating these objectives, we achieve 
a more comprehensive understanding of users’ expectations and 
preferences when seeking information through search engines in 
various real-life situations. We adopted the hierarchy of search 
objectives outlined in [71], with a specifc focus on informational 
searches where the goal is to seek information about the query topic 
rather than navigational searches where the goal is to reach the 
homepage of a particular website or institution. Table 1 provides an 
overview of the six search objectives identifed by the authors. In 
the study survey, participants were introduced to these objectives, 
and provided with detailed explanations and examples. They were 
then prompted to recall and share examples of search queries from 
their own past browsing history that were relevant to each search 
objective. Additionally, we sought participants’ perspectives on 
the potential helpfulness of search engine explanations for each 
search objective, encouraging them to consider the context of the 
examples they provided. To ensure the attentiveness of participants, 
we included two attention-check questions in the survey. Partic-
ipants who answered either of these questions incorrectly were 
subsequently disqualifed from further participation in the study. 
Out of the 25 participants who qualifed, 12 individuals successfully 
participated in the subsequent interview study (3 from Prolifc and 
9 from Upwork). 

3.3 Semi-structured interview 
3.3.1 Interview participants. Table 2 displays the basic demographic 
information of the participants. The participant group consisted 
of an equal number of males and females, ensuring gender bal-
ance. Additionally, participants from various age groups were rep-
resented in the study. The majority of participants identifed as 
White/Caucasian, and a signifcant proportion held a Bachelor’s 
degree or equivalent qualifcation. 

3.3.2 Interview protocol. Participants were frst asked general warm-
up questions, including the frequency of their search engine usage 
and whether they had encountered search explanations on the 
search results page. They were then prompted to recall situations 
where they questioned the search results returned by the search 
engines. Next, we conducted a contextual inquiry task, wherein 
participants were instructed to search for a specifc query on their 
preferred search engine and share their screen. They were asked to 
describe their process for selecting search results and provide sug-
gestions for additional information that could enhance their search 
experience. For this task, we selected two search queries voluntarily 
provided by participants for various search scenarios in the study 
survey. These included queries about both non-controversial topics 
such as ‘best ways to learn investment,’, ‘date ideas in Philly’, etc. 
and more controversial subjects (if such examples were provided by 
the participants) such as ‘covid-19 vaccines,’ ‘climate change’, etc. 
Recall that participants had initially selected these search queries 
from their browser histories during the study survey, mirroring 

https://3https://www.upwork.com
https://2https://www.prolific.co
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No. Search objective Example search queries Perceived helpfulness of explana-
tions 

1 
Directed-closed: You wanted to get 
an answer to a question that has 
a single, unambiguous answer 

US 2022 midterm election date, 
401k contribution limit 2022 

Not helpful
Somewhat helpful

Very helpful

10
0

2

2 

Directed-open: You wanted to get 
an answer to an open-ended ques-
tion, or one with unconstrained 
depth 

Fun things to do in Seattle, date 
ideas Philly 

Not helpful
Somewhat helpful

Very helpful

0
5

7

3 
Undirected: You wanted to learn 
anything/everything about a 
topic 

Russia-Ukraine war, platelet dis-
orders 

Not helpful
Somewhat helpful

Very helpful

0
3

9

4 
Advice : You wanted to get ad-
vice, ideas, suggestions, or in-
structions 

How to bake a chocolate cake, 
how to change state drivers li-
cense 

Not helpful
Somewhat helpful

Very helpful

0
5

7

5 

Locate: Your goal was to fnd out 
whether/where some real world 
service or product can be ob-
tained 

Where to buy a kayak, handy-
man services near me 

Not helpful
Somewhat helpful

Very helpful

2
4

6

6 

List: Your goal was to get a list 
of websites, each of which might 
be candidates for helping me 
achieve some underlying, unspec-
ifed goal 

Top US universities, best ways 
to learn investment 

Not helpful
Somewhat helpful

Very helpful

1
6

5

Table 1: Table displays the search objectives along with two sample search queries: one provided by us as an example and 
the other flled in by participants during the survey. Additionally, the table presents the count of participants who found 
explanations helpful for each search objective. 

ID Gender Age Education Ethnicity 
P1 M 25-34 Bachelor Other (Armenian) 
P2 F 25-34 Master White/Caucasian 
P3 F 18-24 Bachelor White/Caucasian 
P4 M 35-49 High school White/Caucasian 
P5 F 18-24 Bachelor White/Caucasian 
P6 M 18-24 Bachelor Hispanic or Latino 
P7 M >=50 Bachelor White/Caucasian 
P8 M 35-49 Bachelor White/Caucasian 
P9 M 18-24 High school White/Caucasian 
P10 F >=50 High school American Indian or Alaska Native 
P11 F 35-49 Bachelor Mixed 
P12 F 35-49 High school Black or African-American 
Table 2: Demographics information of our interview participants 

real-world scenarios where they actively formulate search inquiries participants’ comfort and autonomy. Note that the objective of this 
based on their information needs. Our goal was to ensure that task is not to determine specifc search features needed in particular 
the chosen queries resonated with participants’ familiarity and in- scenarios but rather to capture the range of potential features that 
terests. During the interview process, some participants chose to could enhance participants’ overall search experience. 
search for additional or diferent search queries in addition to the The interview then shifted to discussing the need for search 
ones we selected for them. We allowed this fexibility to ensure explanations in various search objectives presented in the study 
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(a) 

(b) 

Figure 1: (a) Figure showing highlighted keywords in the snippet of text accompanying the search result, ofering insights into 
the alignment of the search result with the user’s search query, (b) Figure showing search explanations provided as an example 
during the interview. This example illustrates an overall explanation describing how the search engine works and, in addition, 
explains how relevance infuences the ranking of search results. 

survey. Our initial step involved introducing participants to the con-
cept of search explanations, which presented a twofold challenge. 
On one hand, our objective was to sidestep any inadvertent biases 
that could infuence participants and lead them toward pre-existing 
notions about explanations. On the other hand, we recognized that 
non-expert users might fnd it challenging to refect on something 
unfamiliar. We addressed this by frst providing participants with 
our defnition, explaining, “When you submit a query to a search 
engine, the results you receive are carefully chosen from countless 
possibilities. Any feature or aspect that enhances the interpretabil-
ity and transparency of the system, making it more understandable 
to you, can be considered a search explanation.” 

We then proceeded to illustrate examples of what these features 
or aspects could encompass. Initially, we highlighted snippets (Fig-
ure 1a), the succinct summaries provided by search engines, often 
bolding relevant keywords to give users an indication of the con-
tent’s alignment with their query. Following this, we showcased the 
current explanation format ofered by Google (Figures 2c and 2d). 
We expanded on the concept by explaining that search explanations 
can take various forms. They can ofer an overall description of 
how the search engine operates, elucidate why a specifc search 
result or set of results was or wasn’t presented, clarify the reasoning 
behind the ranking order of search results, and provide insights 
into why alternative ranking orders might be absent. Furthermore, 

explanations can shed light on the absence of potential websites 
or documents from search results. To ensure participants grasped 
these concepts, we documented these types in a Google document 
and allowed participants time to review and absorb the information. 
For those seeking additional clarity, we shared a Google sheet with 
dummy search results for the query ‘California wildfres 2022’ along 
with corresponding example search explanations (refer to Figure 1b 
for an illustration). We selected this topic due to its relevance in the 
news during the time of the interview study, and its uncontroversial 
nature. 

After introducing the concept of explanations, we showed par-
ticipants the search objectives and their study survey responses. 
They were then asked to elaborate on why explanations would be 
helpful or not helpful for each objective and specify the information 
they needed from the search engine to understand the returned 
search results. Finally, participants were presented with the search 
results pages of Google and Bing, including any existing expla-
nations provided by the platforms. They were then requested to 
provide feedback on the efectiveness of the explanations and iden-
tify areas that could be improved. This activity aimed to gather 
valuable insights into participants’ perspectives on the strengths 
and weaknesses of the current explanation features provided by 
these platforms, helping to inform potential enhancements. 
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During the interviews, we implemented various measures to 
foster a non-judgmental and comfortable atmosphere for the par-
ticipants. We provided the option for participants to turn of their 
video feed if they preferred (however, they were required to share 
their screens during the session). They were actively encouraged to 
engage in discussions on topics they felt comfortable with, focusing 
the conversation on search queries they had previously disclosed in 
the survey to ensure familiarity with the subject and enhance their 
comfort in sharing. Additionally, we aimed to facilitate open dia-
logue and understanding, refraining from probing or questioning 
personal beliefs. 

All interviews were conducted by the frst author in September 
2022 using Lookback6, with participants providing their consent for 
audio and video recording. In addition to the recorded interviews, 
the frst author took detailed notes during the discussions. The 
interviews lasted for approximately 60-70 minutes. 

3.3.3 Data analysis. The frst author independently reviewed the 
observation notes and transcripts from the interviews, making 
necessary corrections to the text. Guided by the three research 
questions, a qualitative analysis was conducted using an inductive 
thematic analysis approach [25]. The frst author performed two 
rounds of open coding to identify and develop themes, which are 
reported in the subsequent sections. We refer to participants as P1-
12, using gender-non-specifc pronouns such as “they” and “them”. 

4 RQ1 RESULTS: UNDERSTANDING USERS’ 
SEARCH BEHAVIOR AND IDENTIFYING 
OPPORTUNITIES TO ENHANCE THEIR 
SEARCH EXPERIENCE 

4.1 Situations prompting users to question the 
search results curated by search engines 

We prompted participants to think about instances where they 
questioned the search results curated by search engines. Our aim 
was to identify situations where users would seek additional context 
or explanations about the results returned by search engines. Four 
key themes emerged from the interviews. 

4.1.1 Irrelevant Search Results: Several participants mentioned 
their tendency to question the logic behind search result cura-
tion when encountering irrelevant or undesirable information in 
response to their queries. In such situations, participants usually 
reword their search queries to get more relevant search results. P11 
explains, ‘sometimes like if I do like a search ..and.. I’ll see things that 
are really unrelated to what I’m searching for..then I’ll question..and 
usually what I’ll do is I’ll reword what I’m searching for ”. 

4.1.2 Unknown and Unrecognized Sources: Participants also raised 
concerns when search results were returned from unknown or un-
recognized sources. As P8 noted, “I usually [question search results] 
from web pages that are not like a name that I recognize”. Ads also 
drew attention, with participants noting that they “don’t think too 
deeply about the search results except in case of some questionable 
sponsored [links] or the ads” (P2). Participants also revealed that 

6https://www.lookback.com/ 

they usually question sponsored content when it “gets pushed to 
the top of the search results page” (P5). 

4.1.3 Inappropriate Content: One participant mentioned question-
ing the functioning of search engines when inappropriate content 
is returned. They explained, “Sometimes when I search for something 
innocent, the search engine may present results containing explicit 
content, which makes me uncomfortable. In such cases, I would prefer 
to see more family-friendly content” (P12). 

4.1.4 Qestioning Top Results: Participants also expressed their 
curiosity about the order in which search results were displayed, 
particularly why certain outcomes were given priority over others. 
For example, P1 elaborated, “let’s say I would search up basketball 
players and it would bring up a whole bunch of results that have that 
basketball player keyword or whatever..But as far as the order and 
how it populated that..why this player...I question that ”. 

4.2 Users’ perspectives on how to enhance 
search experience 

During the interviews, participants provided valuable insights into 
how search engines could enhance the search experience and fa-
cilitate informed decision-making about which results to click on. 
Their suggestions revolved around several key aspects: 

4.2.1 Website Previews: Participants expressed a strong desire for 
website previews that would allow them to gain insights into the 
content before clicking on a link. As one participant mentioned, a 
website preview could save time by showing relevant information 
upfront, stating, “Maybe if I’m hovering over a link or a website, it 
would give me a preview of where I’m about to go... it might save me 
a little bit of time so I know which website I should visit” (P1). On 
similar lines, another participant highlighted they want previews 
like YouTube snippets where “ there was an image and you can hover 
over it and like a little box can pop up and it could be just like the 
beginning of the article” (P5). 

4.2.2 Detailed Result Descriptions: Participants also expressed the 
need for improved descriptions accompanying the search results. 
They suggested that more detailed descriptions would help them 
make informed decisions about clicking on a result. P7 stated that 
they would like access to an expanded description by having “an 
option for an additional sentence or two to further assess relevance” 
of the search results (P7). 

4.2.3 Visual Elements: Participants emphasized the importance of 
visual elements, such as images, in assessing the content’s relevance. 
They believed that visual cues would help them “quickly determine 
whether a result aligns with [their] search intent” (P12). 

4.2.4 Credibility Signals: Participants also emphasized the impor-
tance of credibility signals such as website views, ratings, and source 
information. One participant likened search engines to social me-
dia platforms, stating, “It’s hard for me not to think of it like as a 
social media type thing where you can see how many views there 
are or how many people could recommend the website as valuable or 
reliable... I don’t know like a certifcate or something” (P3). P8 further 
added—“What I’m looking for is this a trusted source... And I know 
because it’s ranked on Google here, it probably is, but I don’t know 

https://6https://www.lookback.com
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why... if it’s because a lot of people go to the result” One participant 
expressed a preference for logos, specifcally mentioning the desire 
to see recognizable logos like the CNN logo, as a quick visual cue 
to identify trusted websites (P6). Another participant indicated the 
importance of publishing date as a credibility indicator, expressing 
the need to know “when the article was actually made and put on 
the internet, how recent was this written” (P3). 

It is important to note that during the interviews, participants did 
not spontaneously express a need for search result explanations 
suggesting that, in their natural search behavior, users may not 
inherently seek or expect such explanations. Instead, their focus is 
primarily on features that indicate credibility and enhance search 
efciency. 

5 RQ2 RESULTS: USER PERSPECTIVES ON 
THE EFFECTIVENESS OF SEARCH RESULT 
EXPLANATIONS 

To address the second research question, we introduced the concept 
of search explanations to participants. Additionally, we presented 
them with their survey responses and prompted them to elaborate 
on their answers by explaining why they believed explanations 
would be either helpful or not helpful in each objective. Table 1 
presents the search objectives. We encouraged them to use the 
example search queries they provided for each search objective 
to contextualize their responses. It is important to note that some 
participants found the concept of explanations challenging to com-
prehend, even after being presented with examples. In fact, two 
participants struggled to grasp the concept of explanations entirely. 
In this section, we explore the search objectives in which partici-
pants perceived search results as useful and not useful. 

5.1 Utility of explanations in various search 
objectives 

As evident from Table 1, for all search objectives except the frst, the 
majority of participants found search explanations helpful. While 
participants describe explanations serving diferent purposes in 
diferent objectives (Section 5.2), we found that the need for ex-
planations is also highly context-dependent. Participants sought 
explanations for tasks that require “deep engagement” or when 
“they have the mental capacity and time” (P11) to delve into the 
search topic. In contrast, for day-to-day searches, participants never 
“second-guessed the search results” (P4) and thus, did not feel the need 
for explanations. Participants highlighted the importance of more 
detailed explanations in high-stakes topics such as medical-related 
searches, indicating a desire to know if reputable sources were 
being presented. However, for opinion-based topics, participants 
considered explanations to be less signifcant, as their focus was 
on acquiring information that aided in making personal decisions. 
As participant P6 stated, “For how to vote by mail, you want like 
a government site or something...if you wanted advice on stuf like 
blood pressure you would want to uh you would defnitely want to 
know why you are getting shown a website... for how to bake a cake, I 
wouldn’t really care to know exactly how they decided to show me 
the best recipe”. 

Furthermore, participants highlighted that for searches where 
the goal is to fnd real-world service or product, explanations 
become particularly valuable as participants anticipate interacting 
with these products or visiting specifc places. As P3 expressed— 
“[Explanations] would be very helpful because I actually have to go 
to those places... I actually am gonna be physically somewhere or 
involved with this product... so explanations would be really helpful”. 

Participants generally found explanations unnecessary when 
seeking a single, unambiguous answer. For such searches, search 
engines often provide featured snippets or answer boxes, which 
are information boxes displayed at the top of search engine results 
pages (SERPs) to directly answer user queries without the need 
to click on any search results. The simplicity of such queries led 
participants to believe that explanations would only clutter the 
website and divert users’ attention. P6 explains, “For search goal 
like that.. like midterm election date, Prime Minister, stuf like that... 
where it’s just a clear answer, there’s no debate as to what the answer 
is..if an explanation was added, I feel like it would sort of clutter the 
website in a way and just kind of distract me instead”. Trust in the 
search engine’s ability to provide accurate results for such search 
scenarios was also highlighted, with one participant mentioning, 
“I’m not really super concerned about where that defnition comes 
from, as long as it’s from a trusted source and correct...which I would 
imagine all the top search results for Google on that search term would 
be correct.” (P4). 

5.2 Perceived benefts of search results 
explanations for various search objectives 

In this section, we present the perceived benefts of search explana-
tions identifed through the interviews for various search objectives. 
Table 3 provides a summary. 

5.2.1 Explanations increase trust in search results: Participants be-
lieved that search explanations had the potential to bolster trust by 
ofering insights into the credibility of search results across various 
search objectives. As one participant explained, “So having an expla-
nation about like why was this so highly ranked... like okay, this is like 
a reputable source, so it’s maybe if it’s like a journal, it’s peer-reviewed 
or experts or well-known people in the feld are cited here, those kinds 
of things would be much helpful” (P5). Such credibility signals allow 
participants to “diferentiate between [results].. and determine which 
are more trustworthy than others” (P6). Participants also indicated 
explanations could increase trust by mentioning if the search result 
is “paid content or sponsorship and is there not necessarily because of 
relevance, but because of money” (P5). 

“I would like to see why I’m getting certain searches and 
certain results back and if something’s kind of boosted to get 
its way up there because if I’m learning about a topic I don’t 
wanna have to read 10 diferent articles to make sure what 
I’m reading is correct, I wanna be able to click on something, 
read through it, have some sense of reliability and uh and 
kind of move on.” - P8 

5.2.2 Explanations could serve as decision-making tools by assist-
ing in the selection of search results: Participants expressed that 
explanations could assist with the decision-making process about 
picking which sites to open and explore further. 
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Perceived benefts of search results explanations 

Themes Search objectives Example quote 

Increase trust in search re-
sults 

• Get answer to an open-ended 
question 

• Learning everything about a 
topic 

• Getting advice, ideas, or instruc-
tions 

• Obtaining real-world service or 
product 

• Get a list of websites 

“There are so many diferent ways to get scammed 
online....it would be good to have some kind of 
reassurance from Google or Bing like, hey this is 
a trusted source or the more products when I’m 
looking for pricing or to buy an item is it’s kind 
of the better for me”—P8 

Assist in selecting search re-
sults 

• Get answer to an open-ended 
question 

• Learning everything about a 
topic 

• Getting advice, ideas, or instruc-
tions 

• Obtaining real-world service or 
product 

• Get a list of websites 

“Explanations could be useful in and uh in the 
decision-making process also be helpful maybe in 
picking which sites to open and explore further, 
if they had that kind of uh explanation”—P7 

Help in guiding and refn-
ing the search 

• Get answer to an open-ended 
question 

• Learning everything about a 
topic 

• Getting advice, ideas, or instruc-
tions 

• Obtaining real-world service or 
product 

• Get a list of websites 

“The explanations can help you understand your 
own thought process a little bit more..can help 
you understand better from seeing those options, 
understand where and choose where you want to 
go from there versus like high level at the begin-
ning, When you’re frst typing in your original 
search”—P2 

Understand the perspective 
and categories shown in 
search results 

• Get answer to an open-ended 
question 

• Learning everything about a 
topic 

“So having an explanation as to why certain 
search results pop up more than others might 
help me like save time or fgure out like, okay, 
like this is maybe a new technique I didn’t know 
or this is a new perspective I had never thought 
about when tackling this issue”—P5 

Table 3: Table providing a summary of the perceived benefts of search result explanations as expressed by the participants 
along with an example quote. 

“Explanations could be useful in the decision-making pro-
cess and helpful in picking which sites to open and explore 
further, if they had those kinds of explanations, it could indi-
cate that the items are pulled from major online marketers 
and listed in highest to lowest or lowest to highest cost, that 
kind of things could be useful. ” - P7 

5.2.3 Explanations can help in guiding the search process and re-
fining the queries: Participants highlighted that explanations could 
assist in understanding their own thought processes and guide them 
toward more relevant search results. They mentioned that searches 
where the goal is either to get an answer to an open-ended 

question or learn everything about a topic could beneft from 
explanations that help users comprehend the diferent options and 
make informed decisions about their search direction. 

“Yeah, I think that would be helpful because if your question 
is open-ended or can be pretty deep and go a bunch of dif-
ferent ways. . . ..The explanations can help you understand 
your own thought process a little bit more..can help you 
understand better from seeing those options, understand 
where and choose where you want to go from there versus 
like high level at the beginning When you’re frst typing in 
your original search, you probably don’t know those broader 
or those more specifc uh levels of that at that point in time, 
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Desired characteristics of search explanations 

Themes Example quote 

Explanations should be an easy read 

“When you’re using a search engine, your key interest is hit and run type of 
a thing. You want to know what you want to know as quickly as possible. 
You want to spend time with the information and not try to fnd the infor-
mation. . . So to be really helpful explanations would need to be a very quick 
read”—P7. 

Explanations should be actionable 

“Explanations could tell the searcher what they’re looking for and sort of help 
sort the searches..If they can have a little button where you can change the 
ranking based on possibility..like what is closest, where can I fnd cars in the 
15-20000 dollar range or 50 to $60,000 range?”—P7 

Explanations should indicate reputabil-
ity, trustworthiness, and popularity of 
the source 

“So having an explanation about like Okay, why was this so highly 
ranked. . . Also if it’s like okay, we this is like a reputable source, so it’s maybe 
if it’s like a journal, it’s peer-reviewed or experts or well-known people in the 
feld are cited here, Those kinds of things would make me would be much more 
helpful in a search like that”—P5 

Explanations should indicate view-
points 

“If I want to learn something, I would want to know who is teaching me this 
thing that I’m trying to learn and make sure that their views aligned with 
mine, so there will be no uh kind of disparity in our viewpoints”—P1 

Table 4: Table providing a summary of the characteristics desired by the participants in search explanations. 

otherwise you would have searched for something a bit more 
specifc, to begin with ” - P2 

Participants also suggested the idea of using explanations to cat-
egorize or classify information to help users fnd specifc details or 
narrow down their search for the aforementioned search objectives. 
Such categorization would also allow them to quickly identify re-
dundant information and focus on acquiring new knowledge, thus 
saving time and making the search efcient. 

“You’re asking the open-ended question coz you need as 
much information as possible...in such case, explanations 
should sort the searches by category..so you start with gen-
eral and then you get down to specifc category” - P7 

“I could hover [over the explanations]... I might be like, okay, 
but I know X, Y, and Z already, so I’m gonna skip that... but 
now I’m looking here and this has a new piece of information, 
and I jump in... having an explanation would save time and 
also help you narrow down what you don’t know. ” - P5 

Participants also believed that explanations could enable them to 
“refne [their] search terminology and search terms to obtain results 
that were more specifc to their situation” (P9). P3 further elaborated 
that search engines could achieve this by suggesting the use of 
Boolean operators, for example, asking users to “add one word, 
subtract one word, or change something” (P3) in the search query. 

5.2.4 Explanations help in understanding the perspectives or cat-
egories shown in the search results: The interviews revealed that 
explanations could play a vital role in enhancing users’ understand-
ing of the perspectives and viewpoints presented in the search 
results, especially for searches where the goal is either to get 
an answer to an open-ended question or learn everything 
about a topic. As P4 mentioned, “having an explanation might 

make me think more about it like, ’Oh, so this perspective is not being 
shown or this website is not being shown because maybe the search 
engines found it not being appropriate or not being uh something and 
a viewpoint is being hidden or suppressed.” 

Moreover, explanations can lead users to discover new approaches 
and viewpoints when approaching a problem. P5 emphasizes this 
point, stating that “having an explanation as to why certain search 
results pop up more than others might help me...fgure out like this 
is maybe a new technique I didn’t know or a new perspective I had 
never thought about.” By providing insights into the rationale be-
hind the prominence of specifc results, explanations ofer users 
the opportunity to broaden their horizons and consider alterna-
tive perspectives or techniques. P1 further stated that they would 
want explanations to tell them “which side is the information coming 
from?” to enable them to assess potential biases or agendas in the 
information presented to them by the search result. 

5.3 Desired characteristics of search result 
explanations 

Table 4 provides a summary of the desired characteristics of search 
result explanations as expressed by the participants. Their perspec-
tives highlighted the importance of concise explanations, actionable 
guidance, indicators of credibility and reputability, and the inclu-
sion of viewpoints in the explanations. Participants recognized 
the “overwhelming nature of internet searches [that] require sift-
ing through [large amounts of] information” (P11), and expressed 
a strong desire for concise explanations that provide quick access 
to relevant information. As P7 expressed—“To be really helpful, in-
formation [in the explanation] would need to be a very quick read”. 
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(b) 

(c) (d) (e) 

Figure 2: Figures 2c and 2d demonstrate the search result explanations and additional context presented by the Google search 
engine alongside each search result. These details can be accessed by clicking on the three vertical dots next to each search 
result as shown in Figure 2a. The provided data includes various features such as the option to remove a result and provide 
feedback on the search result page, a Wikipedia link for accessing supplementary information about the source, a link to 
privacy/personalization settings, an explanation for the appearance of the specifc search result, and a link that directs users to 
a page ofering a broad overview of how search results are curated by search engines. On the other hand, Figure 2e illustrates 
the search context provided by Bing. This can be accessed by clicking on the light bulb present along each search result as 
shown in Figure 2b. It encompasses details about the source (if available on Wikipedia/Encyclopedia), a preview of relevant 
topics on the webpage, and additional recommendations associated with the search result. 
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Feature Google Bing 
Source information present present 
Web page preview not present present 
Search explanations present not present 
Option to provide feedback present not present 
Link to privacy and personalization settings present not present 
Popular recommendations related to search result not present present 

Table 5: Table illustrating the comparison of key features shown by Google and Bing alongside each search result. 

Second, participants expressed the need for explanations to be ac-
tionable, i.e. they assist users with either selecting the search result 
or guiding the search process. Some participants expressed interest 
in having user experience features that allow them to change the 
order of search results based on specifc criteria. For example, P7 
suggested the inclusion of a button that enables users to adjust 
rankings based on their preferences. Participants also emphasized 
the presence of indicators of credibility and reputability of search 
results in the explanations. Furthermore, participants stressed the 
need for explanations to indicate the viewpoints of the search re-
sults. Understanding the perspective or stance of the source can 
help users assess the alignment of their own views and make more 
informed judgments about the information presented. As P1 men-
tioned, “I would want to know who is teaching me this thing... make 
sure that their views aligned with mine”. 

6 RQ3: USERS’ PERCEPTION OF SEARCH 
EXPLANATIONS AND SEARCH CONTEXT 
PROVIDED BY SEARCH ENGINES 

During the interviews, participants were shown the search result 
explanations and additional context provided by Google (Figures 
2c and 2d) and Bing (Figure 2e) search engines. Table 5 lists the 
key features shown by Google and Bing alongside each search re-
sult. Bing provides additional context about webpage source, and 
webpage preview, and lists popular recommendations related to 
the search result. On the other hand, Google provides source infor-
mation, search explanations, links to personalization and privacy 
settings, and an option to provide feedback about the search result. 
Interestingly, none of the participants were aware of the existence 
of these additional data accompanying the search results. The par-
ticipants expressed diverse perspectives on these features, ofering 
insights into their perception and usefulness. We discuss the emerg-
ing themes below. 

6.0.1 Option to access additional information is valued: All par-
ticipants acknowledged the value of having the option to access 
additional information about the search result in both Bing and 
Google search engines. As P7 noted, “That gives a person the searcher 
the option of taking the extra time to learn the extra information... and 
that’s always a good thing to have”. Participants also appreciated 
the concise presentation of the information presented by search 
engines, as one participant mentioned, “I like that it’s concise and 
doesn’t show you everything you want to see..you have to click some-
where else, which I do like because it’s like it makes it less cluttered I 
guess” (P6). 

6.0.2 Broad and obvious explanations are not deemed useful: Many 
participants did not fnd the content of the search explanations, 
currently only provided by Google, particularly useful, deeming it 
to be either obvious or too broad. P5 provided an example stating 
that their getting a specifc result due to their location in the USA 
is not very helpful—“I don’t think the result in the region would be 
particularly helpful, especially if it’s as broad as the United States”. 
P2 concurred, expressing, “I feel like a lot of this information doesn’t 
necessarily help me out with some of those qualities that we were 
talking about..like the trust, the credibility, the efciency”. 

6.0.3 Contestability is desired in search: The majority of partici-
pants appreciated the functionality provided solely by Google to 
remove search results and ofer feedback.. They saw this feature as 
a means to contest and infuence the search results, granting them a 
voice in determining the relevance and accuracy of the displayed in-
formation. Participants appreciated the agency and empowerment 
that came with being able to shape the search results according 
to their preferences and needs. One participant emphasized the 
signifcance of user input, expressing the necessity of having such a 
feature—“I feel like it’s something that’s necessary to have something 
like this because if they did not include like a send feedback option, 
it would feel sort of wrong in a way, it would feel more so that like 
Google is saying, we know what’s right, we know what’s best, and 
you know, you don’t have a say in that” (P6). 

6.0.4 Privacy and personalization setings: Participants found the 
privacy and personalization settings provided only by Google to 
be helpful. The majority of them were not aware that they could 
change their privacy settings to alter the way Google collects their 
personal information to personalize the search results for them. 
Participants suggested that instead of having the privacy settings 
within the search explanations pop up, “it should be easily accessible 
and visualizable on the search result page itself ” (P3). 

6.0.5 Website previews increase search eficiency: All 12 partici-
pants highlighted the usefulness of the website preview feature 
ofered only by Bing that provides an overview of the website’s 
content. Participants expressed a preference for this feature as it 
allowed them to get a “whole vibe of the website without visiting it 
directly” (P2) and “jump to the parts that are relevant to one’s specifc 
search” (P5). 

6.0.6 Significance of recommendations along with search results: 
Bing ofers additional search result recommendations alongside the 
primary search results. Participants found them helpful especially 
when exploring a topic or seeking specifc pieces of information. 
One participant stated, “I think that’s really helpful when you’re 
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doing something that you’re maybe trying to learn more about a topic 
and you don’t know where to start... you can kind of follow it down a 
rabbit hole to something more specifc” (P5). 

6.0.7 Source information enhances trust: The majority of partici-
pants expressed their appreciation for the additional information 
about the source presented by both Bing and Google, underscoring 
its role in bolstering the perceived reliability of search results—“ I 
think linking me to Wikipedia can help me get like a broader under-
standing of the source with like a decent amount of trust in the results 
I’m seeing there.” (P9). 

6.0.8 Need to improve discoverability of explanation features: For 
both search engines, participants found it challenging to locate 
these features, expressing a desire for improved discoverability and 
accessibility. For example, one participant noted, “I like that it’s 
there, I wish it was a little bit more transparent so you didn’t have 
to click on a bubble and like three dots get to that thing” (P5). On 
similar lines, P11 added, “I mean it’s so deeply layered... I don’t know 
if I’d ever be able to fnd it”. 

7 DISCUSSION 
In this study, we interviewed non-technical individuals to investi-
gate the situations when users question search results, the search 
objectives where users need explanations, and the desired char-
acteristics and benefts of search explanations. Our fndings have 
implications for the design of search engines and search explana-
tions. We discuss them below. 

7.1 Users’ needs in evaluating search results 
Before introducing the concept of explanations, we prompted users 
to articulate the additional information they believe search engines 
should ofer to aid in their evaluation of results. Interestingly, none 
of the users explicitly mentioned explanations. Instead, their re-
sponses highlighted a desire for efciency-enhancing features and 
credibility indicators that the users believed would improve their 
search experience. Throughout interviews, participants consistently 
expressed their need for swift decision-making regarding whether 
to click on a search result. To meet this demand, search engines 
have the opportunity to ofer several efciency-enhancing features. 
For example, introducing website preview functionality that acti-
vates when users hover over a search result. Search engines can 
also adopt Bing’s preview feature that lists the headings present 
on a webpage as topics with hyperlinks, giving users a quick and 
informative overview of the page’s content along with the ability 
to directly navigate to the desired section of the webpage. While 
efciency is desired by the majority of users, it can sometimes 
inadvertently lead users to not critically evaluate search results. 
Recognizing this potential pitfall, initiatives like Microsoft’s Search 
Coach [78] have been designed to encourage refective browsing by 
encouraging users to pause, think, and seek external information 
about the source or facts presented on the webpage, and also ofer 
tips that train users on how to craft efective search queries [62, 78]. 

In addition to efciency, participants also expressed a need for in-
formation regarding the credibility of search results. They proposed 
credibility indicators such as authoritativeness, website views, and 
user-generated reviews. Search engines can incorporate credibility 

into their design in various ways. One approach could involve 
enabling users to leave website reviews, fostering a collective, 
crowdsourced credibility assessment system, akin to initiatives like 
Birdwatch on the X platform (formerly Twitter), where users col-
laboratively evaluate information credibility [4, 84]. Additionally, 
Google’s “Your Money or Your Life” (YMYL) concept currently em-
ploys manual evaluation by Search Quality Raters (SQR) to ensure 
higher standards of expertise, authoritativeness, and trustworthi-
ness for crucial topics related to fnance, health, law, and other 
sensitive areas [55]. Search engines can display SQR evaluations 
as explanations alongside search results, aiding users in assessing 
content quality. However, there are also several potential limita-
tions to indicating credibility. First, certain topics may inherently 
lack a defnitive truth value (e.g. philosophical debates, dietary rec-
ommendations, etc.). Second, crowdsourced methods of credibility 
assessments could also be impacted by user bias [4]. Despite these 
limitations, there are certain facts whose truth values are known 
and established by scientifc sources (e.g. vaccines do not cause 
autism) for which search engines can provide valuable context. 
Particularly when search engines have guidelines related to the 
credibility of content (e.g. Google’s SQR), ofering insights into 
the underlying policies and providing additional context about the 
decisions would be helpful for the users. 

7.2 If and when users need search explanations 
7.2.1 When explanations are not needed. During the study, when 
users were not acquainted with the concept of explanations, they 
revealed that they don’t think too deeply about the search results 
in their daily lives. Additionally, they only questioned content that 
appeared irrelevant, inappropriate, or sponsored. This indicates that 
users generally are not concerned by how search engines curate 
content as long as their needs are met. Notably, our study also 
highlighted users trust in the results shown by search engines, a 
phenomenon well-documented in prior literature [63]. 

Once acquainted with explanations, participants further expressed 
that they would not need explanations for searches where the goal 
is to fnd a single, unambiguous answer. Search engines typically 
respond to such requests in a featured snippet or answer box. De-
spite users’ belief in the accuracy of search snippets or answer 
boxes, they do not always contain accurate information. For exam-
ple, while there is no evidence that any American president has 
been a member of the racist cult Ku Klux Klan, Google of 2017 
incorrectly returned names of American presidents in response to 
the query “presidents in the klan” [39]. This underscores the need 
for search engines to exercise caution when highlighting responses 
to such queries, prioritizing the provision of credible and accurate 
information in search snippets and answer boxes. Furthermore, this 
fnding has broader implications for the future of search. With the 
rise of generative AI, search engines have begun showcasing chat-
bot-generated responses as the topmost result, emphasizing the 
potential time-saving benefts of using chatbots for search queries. 
As the use of chatbots becomes prevalent, there is a possibility 
that users might even get less inclined to check up on the bots’ 
answers independently. This poses an intriguing avenue for future 
research—to explore how users respond to chatbot-generated an-
swers and assess their impact on the search experience. It’s also a 
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Figure 3: Google’s topic flters feature introduced in 2023 [74] 

call for search engines to carefully consider the implications of this 
evolving landscape and the potential consequences for user trust 
and information accuracy. 

7.2.2 When explanations are needed. As users familiarized them-
selves with the concept of explanations, they acknowledged their 
signifcance but in limited contexts. Users revealed that they would 
desire explanations when the task requires deep engagement and 
when they have the time to spend on the search. Users also said that 
they require explanations for topics crucial to well-being, such as 
searches involving medical inquiries. Explanations are also deemed 
useful for searches where the objective is to fnd real-world services 
or products. The signifcance of explanations in these situations was 
underscored by the anticipation of interacting with products or vis-
iting specifc places. For all the aforementioned search objectives, 
users emphasized their preference for concise and easy-to-read 
explanations. This preference indicates that users want to spend 
minimal time engaging with explanations, highlighting the impor-
tance of providing information in a quick and accessible format. 
It’s noteworthy that despite the signifcant research conducted 
in the past decade on creating explanations [26], some of which 
are complex and contain detailed insights into the functioning of 
automated systems, our fndings suggest that while such explana-
tions have value for understanding how automated systems work, 
non-technical users may not fully engage with them. 

7.3 Design implications 
For search objectives where users fnd explanations helpful, they 
disclosed various potential benefts and expressed preferences for 
specifc characteristics in explanations. Each of these aspects has 
signifcant implications for the design of explanations and search 
engines, which we explore in the following sections. 

7.3.1 Content Categorization and Exploration. Participants expressed 
a need for explanations to indicate categories of content, particu-
larly in searches where the objective is either to obtain answers 
to open-ended questions or to comprehensively explore a topic. 
They revealed that such categories would enable them to swiftly 
identify redundant information and concentrate on acquiring new 
knowledge. Search engines have taken initial steps in addressing 
this need, exemplifed by the introduction of topic flters by Google 
since our interviews were conducted. For instance, when searching 
for “Siamese cat”, users can access specifc categories such as breed 

characteristics, lifespan, history, and more, as shown in Figure 3. 
Search engines can further enhance topic flters by allowing user 
customizations including the ability to specify the level of cate-
gorization granularity, ofering interactive previews that provide 
concise summaries of category results, and incorporating mecha-
nisms for user feedback. 

7.3.2 Guiding the Search Process. Participants also desire explana-
tions to guide the search process by aiding in refning the search 
queries. While contemporary search engines currently ofer snip-
pets with each result, containing highlighted words to indicate 
the alignment of the search query with the result, as well as al-
ternate query suggestions, there are opportunities for further en-
hancements. Search engines could provide more transparency about 
query transformations, explaining how the search query was ulti-
mately processed. Additionally, they can educate users on how to 
use advanced search features like quotation marks or boolean oper-
ators to articulate their information needs more efectively. More-
over, they can go beyond standard query suggestions by presenting 
alternative query results and showcasing side-by-side comparisons 
to help users fnd the most relevant query. 

7.3.3 Indication of Viewpoints in Explanations. Participants sought 
explanations that indicate the viewpoints being presented and sup-
pressed in search results. Suggested approaches included displaying 
diversity metrics and incorporating banners to explain suppressed 
viewpoints. These features aim to provide users with a more com-
prehensive understanding of the perspectives covered in search 
results. Previous research has explored several intervention de-
signs to indicate the diversity of search results [54, 59, 64], which 
have proven benefcial in making users more aware of potential 
biases in search. Incorporating such features in explanations could 
further enhance users’ awareness of the diversity of perspectives 
represented in search outcomes. 

7.3.4 Actionable explanations. Interviews underscored users’ de-
sire for explanations that not only elucidate search engine pro-
cesses or provide supplementary information but also ofer action-
able insights. Notably, participants appreciated Google’s search 
explanations that informed them about personalized search results, 
accompanied by a convenient link for adjusting privacy and per-
sonalization settings. This fnding emphasizes the pivotal role of 
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explanations in empowering users to take tangible actions, enhanc-
ing their control over the search experience, and ensuring alignment 
with their preferences and requirements. 

7.3.5 Contesting Search Results and User Agency. Another crucial 
aspect that users expect from explanation interfaces is the ability 
to contest search results. The majority of participants expressed 
appreciation for Google’s functionality that enables them to remove 
a search result and ofer feedback. This feature empowers users 
to take an active role in shaping their search experience, ensuring 
that the results align with their expectations and requirements. 
However, many users were unaware of its existence. Given the 
usefulness of this feature, it becomes essential for search engines 
to increase users’ awareness of its presence and functionality. This 
can be achieved through intuitive interfaces, user-friendly tutorials, 
or proactive prompts that encourage users to explore and utilize 
these features. 

8 LIMITATIONS AND FUTURE 
OPPORTUNITIES 

While our work ofers valuable insights, it is not without limita-
tions. Our study had a limited sample size and focused on English-
speaking “non-technical” individuals residing in the United States, 
with a majority being White/Caucasian. Consequently, our fndings 
do not comprehensively capture user expectations and preferences 
across diverse regions, and ethnic backgrounds. Regional variations 
can signifcantly shape users’ expectations from search results and 
in turn search explanations by infuencing the specifc nuances, 
cultural context, and contextual relevance they seek from search 
results. Similarly, the racial background of users can also have an im-
pact. Users from specifc racial backgrounds may feel marginalized 
or dissatisfed if they consistently observe under-representation or 
stereotyping in search results. In our study, our primary focus was 
on gaining a broad understanding of the helpfulness of explana-
tions in specifc search scenarios, laying the groundwork for more 
detailed investigations into these infuential factors in the future. 

We did not account for personalization in our study. For instance, 
consider location-based personalization, where, when users search 
for ‘Italian restaurants’, the relevance and practicality of informa-
tion becomes crucial. Users are more likely to fnd search results 
satisfactory when aligned with their local context, which might 
diminish the need for detailed explanations. While personalization 
can signifcantly infuence users’ satisfaction with search results 
and, subsequently, their need for explanations, we acknowledge 
this as an area for future studies to explore in depth. 

Another limitation of our study stems from our defnition of 
“non-technical” users, which relied on self-reported technical com-
petence and educational degree. However, we recognize that the 
term “non-technical” encompasses a wide spectrum of characteris-
tics, extending beyond education degrees to include factors such 
as digital literacy levels, critical-thinking skills, and awareness of 
information disorders such as bias and misinformation. Unfortu-
nately, we did not collect data on these nuanced aspects. As a result, 
our study might not fully represent the complexities inherent in the 
“non-technical” user group, limiting the ability to draw robust con-
clusions about the specifc needs and expectations of users within 
this category. For instance, users with high critical-thinking skills 

and advanced digital literacy might have sought detailed expla-
nations for all search objectives, desiring more granular insights 
into search engine processes within explanations. Additionally, our 
study focused exclusively on Google and Bing search engines, omit-
ting others such as Yandex, YouTube, DuckDuckGo, etc. Future 
studies should aim to address these gaps for a more comprehen-
sive understanding and generalizability across diverse populations, 
regions, and search engines. 

Our study interviews were conducted in September 2022, before 
the widespread incorporation of Language Models (LLMs) in search 
engines. These LLMs have disrupted the search dynamics by pro-
viding single answers directly at the top of search results. However, 
our fndings still hold value as they highlight the importance of 
providing explanations and citations to enhance user trust in search 
results. There is a future opportunity to explore the role of search 
explanations within the context of LLMs. Understanding how expla-
nations can be efectively integrated with these models is a crucial 
area for further research. Additionally, our study’s goal is not to 
delve into the kind of explanations that would be most helpful in 
diferent scenarios and contexts. Future research can investigate 
the efectiveness of various explanation formats, such as visual or 
interactive formats, and explore diferent types of explanations, 
like counterfactual or contrastive explanations, to enhance user 
understanding and engagement with search results. 

9 CONCLUSION 
In this study, we conduct a qualitative study to understand users’ 
needs from search explanations. We investigate if explanations are 
helpful, identify the specifc search objectives in which they are 
benefcial, and elucidate the perceived advantages of explanations 
across various contexts. We fnd that users value search explana-
tions for complex or critical tasks. They do not fnd explanations 
helpful when they are seeking short unambiguous answers. They 
expressed a preference for concise, actionable explanations that 
could assist them in refning their search queries and gaining a 
deeper understanding of search result perspectives. Additionally, 
the study shed light on the perception of existing search engine 
features, with participants appreciating the ability to contest search 
results and preview search result web pages. Overall, this research 
contributes to the ongoing discourse on search engine transparency 
and ofers valuable recommendations for enhancing user engage-
ment and trust in search results, thereby improving the overall 
search experience. 
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