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ABSTRACT 
As more users turn to video-sharing platforms like YouTube as 
an information source, they may consume misinformation despite 
their best efforts. In this work, we investigate ways that users can 
better assess the credibility of videos by first exploring how users 
currently determine credibility using existing signals on platforms 
and then by introducing and evaluating new credibility-based sig-
nals. We conducted 12 contextual inquiry interviews with YouTube 
users, determining that participants used a combination of existing 
signals, such as the channel name, the production quality, and prior 
knowledge, to evaluate credibility, yet sometimes stumbled in their 
efforts to do so. We then developed Viblio, a prototype system that 
enables YouTube users to view and add citations and related infor-
mation while watching a video based on our participants’ needs. 
From an evaluation with 12 people, all participants found Viblio 
to be intuitive and useful in the process of evaluating a video’s 
credibility and could see themselves using Viblio in the future. 
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• Human-centered computing → Social tagging systems; Rep-
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1 INTRODUCTION 
Social media has simultaneously lowered the barrier to publishing 
content and aided the spread of misinformation online. YouTube in 
particular has created both a space for individuals to share and con-
sume a variety of informative and entertaining media as well as a 
platform for bad actors to disseminate misinformation [13, 104]. Tra-
ditional search engine results tend to promote mainstream sources 
that have the authority and content favored by search engine algo-
rithms. On YouTube, however, search results are affected by user 
watch history [60], which creates a space for non-authoritative con-
tent creators and people spreading misinformation and conspiracy 
theories. 

Researchers have investigated a variety of countermeasures to 
misinformation on social media platforms, given the widespread 
concern [11, 14, 36, 88]. Prior initiatives to combat misinforma-
tion have taken many forms, including detecting false or mislead-
ing information using machine learning algorithms [27, 87, 91], 
crowd-sourcing tools [9, 16, 43, 66, 82], and providing fact-checked 
information related to circulated news claims [71, 77, 81, 108]. 

These approaches mainly focus on stopping the spread of misin-
formation but do not confront the underlying factors that prevent 
users from determining the credibility of content, like YouTube 
videos, in the first place. More recently, researchers and platforms 
have examined additional methods that give users greater context 
about the content they see, so that they can spot instances of mis-
information for themselves [37, 47, 79, 96, 109]. These approaches 
are complementary to take-down forms of moderation as they give 
users the flexibility to apply their own credibility standards and 
trust measures to evaluate content. 

Prior research has highlighted a wide range of possible indicators 
for evaluating content credibility such as visual appearance, tone, 
and representative citations [79, 109]. In particular, Wikipedia and 
Wikidata have emerged as key players in the space of credibility 
signals, as many platforms have turned towards signals from or 
display links to Wikipedia. These indicators help users gain greater 
context about a topic by engaging in lateral reading practices, where 
readers cross-reference external materials while reading the original 
source. Lateral readers have been shown to gain a better sense as to 
whether to trust the facts and analysis presented to them [28, 107]. 

However, it is still unclear which types of credibility indicators 
are most useful to online video-based information consumers and 
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Figure 1: Citations added by study participants on a controversial video, shown in Viblio’s timeline-view. 

how they should be presented. In this work, we explore how cred-
ibility is conveyed on video-sharing platforms, due to the lack of 
standard credibility factors or citation displays in such spaces. For 
example, a search query made through a web search engine will 
result in Knowledge Panels and Wikipedia snippets; yet, these sig-
nals are missing when the same query is made on a video-sharing 
platform like YouTube. This lack of general credibility signals is 
concerning, considering that video-sharing platforms, like YouTube 
and TikTok, have been shown to be used as informational sources 
for many users [49, 94, 95]. In particular, young people are increas-
ingly turning to social platforms for information, as they seek a 
socially-informed awareness of the value of the information they 
encounter [55, 58]. 

Thus, we explore how users currently determine the credibility of 
videos they watch on video sharing platforms and how this process 
can be improved. We first conducted a contextual inquiry study to 
understand how users interact with existing credibility signals on 
YouTube. Through 12 interviews with YouTube users, we explored 
what factors help them select and trust a video, what signals (if any) 
might be confusing or misleading to them, and where they could 
imagine any additional credibility signals introduced on YouTube. 

Across all interviews, all participants referenced source familiar-
ity, channel name, and production quality in selecting a YouTube 
video from a search query. The most common (mentioned by 8/12 
participants) signals on the playback page referenced for trusting a 
video were the video description and the video comments section, 
echoing prior work on the importance of social signals towards cred-
ibility [52, 55]. We noticed that among the signals that participants 
mentioned, most were imperfect proxies that could be misinter-
preted. One participant even interpreted YouTube’s information 
panel, which specifically populates on topics prone to misinforma-
tion with the goal of countering it [1], as an endorsement for the 
content within the video. Another imperfect signal users referenced 
is the production quality of the video. While production quality 

does not necessarily mean that the video is presenting correct in-
formation, some users interpret that as such. The results of our 
contextual inquiry emphasized the need for a tool that integrates 
more information-rich credibility signals and promotes accessible 
lateral reading in a socially-informed way. 

Building on the findings from our contextual inquiry, previous 
work, and existing credibility-based systems, we built Viblio, a 
prototype system that allows users to add and view citations on 
YouTube videos. The results of our initial study emphasized that 
existing signals are simply weak proxies for credibility, so we set 
out to build a system that intentionally centers credibility. Viblio 
allows any YouTube user, not just the video creator, to insert ci-
tations along the video timeline and intentionally interact with 
credibility-related information. These citations are displayed dy-
namically during video playback, enhancing the viewers’ ability 
to access additional information. The extension is conveniently 
located below the video and alongside channel information, facili-
tating the crowd-sourcing of citations for a wide range of videos. 

To evaluate our system’s efficacy as a credibility signal on YouTube, 
we tested Viblio in an extended user study. Our goal with this study 
was to evaluate the effect of Viblio on participants, the integration 
(or lack thereof) of Viblio with existing credibility signals, and the 
topics where Viblio could be of use to YouTube users. Over the 
period of about 15 days, 12 participants used Viblio and reported 
on the extension as well as its impact on their credibility ratings 
on videos. Participants were given 2–3 videos to watch and inter-
act with each day. Participants rated the credibility of each video 
on a scale of 1–5 both before exploring citations and the video, 
and then again after. The study concluded with interviews, where 
participants reflected upon their experience with and the usability 
of Viblio. Overall, participants found Viblio intuitive to use and 
helpful for developing a greater understanding and context for the 
videos they watched. Notably, participants saw great potential for 
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use in educational contexts as well as across different social plat-
forms. Generally, Viblio was found to be useful in controversial and 
political topics; however, concern was raised about possible misuse 
by bad actors. 

The main contributions of this work encompass: 

• An interview rooted in contextual-inquiry methods, which 
uncovered gaps in users’ ability to assess credibility on 
YouTube due to the absence of intentional credibility sig-
nals. 

• Viblio, a prototype system built as an extension for YouTube 
that allows users to add, view, and interact with external 
sources related to the video content. 

• A user study with 12 participants that validated the overall 
usability and effectiveness of Viblio, as well as introduced 
new possible applications for citation-based tags on shared 
videos. 

2 BACKGROUND AND RELATED WORK 

2.1 Study context: YouTube Platform 
YouTube is the leading video-sharing platform with 2.6 billion users 
worldwide [45, 61]. While YouTube serves as an important source 
of information, with one in four US adults turning to the platform 
for their news [49], it is also a fertile ground for misinformation 
and conspiracy theories about health, vaccines, politics, climate 
change, social issues, and more [26, 60, 64, 65]. To compound the 
issue, the platform’s recommendation algorithms have been crit-
icized for driving people down “rabbit holes” of misinformative 
content [57, 60]. In the past, YouTube has tried to tackle the prob-
lem by removing misinformative videos from the platform, push-
ing mainstream channels as top search results, suppressing the 
recommendations of problematic information, and demonetizing 
misinformation-spreading channels [92, 102, 103]. YouTube also 
introduced informational interventions, such as the inclusion of 
Wikipedia links within videos promoting conspiracy theories [41] 
and the integration of fact-checks from independent organizations 
into search results [73]. Some of these interventions have demon-
strated efficacy, reducing traffic to anti-vaccine videos on the plat-
form [67]. However, despite these efforts, YouTube continues to 
grapple with misinformation. In this research, we aim to address 
this issue by exploring methods to increase user awareness of un-
derlying inaccuracies in videos. Our approach focuses on combating 
misinformation in the case that it does reach viewers by allowing 
them to explore intentional credibility-related signals and practice 
lateral reading techniques. 

2.2 Social media signals affecting credibility 
perceptions 

In the digital era, the internet has brought forth an abundance of in-
formation sources, offering people an extensive array of options for 
finding information. Faced with this deluge of information, people 
often exert little cognitive effort in deeply reflecting on the validity 
of online information and instead may rely on heuristics to make 
assessments about the content [30, 84, 105]. Such heuristics are 
often triggered by online signals or cues such as structural charac-
teristics (e.g., length of content), communicator characteristics (e.g., 

likability, appearance), or audience characteristics (e.g., audience’s 
reactions) [30]. Scholars have posited that there are various cues 
embedded in the affordances (modality, agency, interactivity, navi-
gability) provided by online platforms that can activate cognitive 
heuristics shaping users’ perception about the credibility of online 
content [101]. When a group of users collectively like or share a 
news article on social media, these actions signal collective trust 
in the information’s credibility [48, 56]. Additionally, agency affor-
dance can also activate the authority heuristic when users perceive 
the source of information as authoritative. This occurs because 
individuals are inclined to place more trust in content originating 
from experts, reputable organizations, or authoritative accounts 
[22, 72]. 

While online platforms present numerous signals across all four 
aforementioned affordances, not all of these signals lead to sound 
judgments. Research has demonstrated that people may form in-
accurate judgments based on easily manipulable signals, such as 
the number of sources cited in an article [99] or visual aesthetics 
[75], or during the sensemaking process [32, 69, 70]. Therefore, it 
is important to identify and understand the role of diverse signals 
present on online platforms that influence users’ perceptions of 
online credibility. On top of the signals present on online platforms, 
recent work using Community Notes (formerly Birdwatch) has 
found that contextual features, such as the partisanship of users, 
can affect a user’s judgment of whether other users’ tweets are mis-
leading [10]. While prior research has explored credibility signals 
on platforms such as X (formerly Twitter) [42, 72, 76, 76] and Face-
book [8, 17], as well as on news websites [85, 100], and the broader 
web ecosystem (see [35] for a review), there exists a significant gap 
in research concerning video-based platforms like YouTube. While 
previous work has studied the features of video content that affect 
users’ engagement with videos [80], we still lack an understanding 
of how users evaluate the credibility of content on this type of plat-
form. Our exploratory study aims to bridge this gap by identifying 
the diverse signals on YouTube that users rely on to evaluate and 
trust video content, while also highlighting the challenges users 
face with existing credibility signals. 

2.3 Interventions to combat online 
misinformation 

To combat online misinformation, both scholars and online plat-
forms have employed a wide array of strategies and approaches 
[7]. These include establishing policies against misinformation for 
platform governance [54, 92, 98], reducing the visibility of mislead-
ing content by suppressing and down-ranking it from searches and 
recommendations [3, 44, 89], as well as identifying and removing 
misinformative content [4, 12, 86]. Platforms have also embraced 
measures like de-platforming and demonetization to limit the in-
fluence of repeat spreaders of misleading content [29, 31, 53]. Con-
currently, efforts to raise public awareness about misinformation 
have been amplified through targeted media literacy programs 
[23, 63, 93]. Furthermore, scholars have also explored several de-
sign interventions to aid individuals in assessing the credibility of 
online content [15, 33, 40, 68, 90, 97, 106]. They include interven-
tions targeting online content, including message-based approaches 
conveying the detrimental consequences of misinformation [34], 
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incorporation of warning messages [33, 68], inoculation messages 
[39], and debunking of false information through fact-checks and 
corrective messages [20, 24, 25, 51]. Recognizing that the source of 
information plays a pivotal role in shaping individuals’ credibility 
assessments, several design interventions seek to redirect attention 
towards source information and the authoritativeness of the source 
itself [15, 40, 90, 97]. Furthermore, scholars have explored the po-
tential of crowdsourced judgments in evaluating the credibility of 
online information [15, 18, 59]. Crowd-based interventions have 
also been successfully adopted by online platforms. For instance, X 
launched the Community Notes initiative that allows users to iden-
tify and annotate tweets that they believe contain misinformation 
or false content [38]. 

In our work, we built a prototype system called Viblio which 
leverages crowdsourcing to incorporate credibility citations directly 
into YouTube videos, providing users with additional contextual in-
formation while they are viewing video content. Along with results 
from our exploratory study, we took inspiration from Community 
Notes and Wikipedia to inform the design of Viblio. Community 
Notes provided an example of how crowdsourcing could directly 
influence both viewer’s trust in a source as well as their active 
engagement in incorporating credibility awareness into their usual 
viewing habits. Wikipedia showed us how citations can impact trust 
[78] and allowed us to envision how citations could be embedded 
within a video as well as what type of videos could benefit from 
citations. 

3 EXPLORATORY STUDY OVERVIEW 
Prior to designing our system, we conducted a contextual inquiry 
to understand how users currently interact with YouTube and its 
existing credibility signals. We also wanted to explore the implemen-
tation of citations as a promising method for increasing information 
context on YouTube, especially looking at the success of Commu-
nity Notes and Wikipedia in this area. For this study, we developed 
3 research questions (RQs): 

(1) What existing credibility signals on YouTube do viewers use 
to determine what videos to watch as well as trust? 

(2) What problems do users have with existing credibility signals 
on YouTube? 

(3) What are potentially promising signals for credibility that 
are not currently present on YouTube? 

3.1 Methods 
Participants were primarily recruited through word-of-mouth and 
X. Participants were asked about basic demographic information 
like age range, gender, and education level, and were then screened 
for comfort with screen sharing and being recorded in online meet-
ings (Table 1). Generally, participants were selected by sign-up 
order and to diversify the participant group as much as possible. 
Of the 12 participants (Table 1), the majority were in the 18-22 
age range and currently in an undergraduate program (7 out of 12). 
Overall, the participants skewed female (8 out of 12) and were under 
the age of 30 (10 out of 12). Recruitment materials presented the 
study as one focused on misinformation and credibility on YouTube. 
Each participant was compensated $15 for their time. 

With IRB approval from our institution (STUDY00013111), inter-
views were conducted virtually over Zoom across a 3–week period. 
Each interview lasted approximately 60 minutes and was recorded 
and transcribed using Zoom’s recording software. Before conduct-
ing each interview, the participant was asked for consent to record 
the session and told that they could stop the interview at any time 
if needed. All searches were done in an incognito browser window 
on the participant’s computer to prevent the participant’s YouTube 
or Google recommendations from influencing the study. This study 
was conducted prior to YouTube’s removal of dislike counts on 
videos. The format of the interviews borrows from contextual in-
quiry methods and a semi-structured interview format. Participants 
were given 4 tasks to complete, in order: (1) video selection using 
results page signals, (2) comparing YouTube and Google results, 
(3) video credibility using playback page signals, and (4) citation 
generation while watching videos. Once each of the 4 tasks were 
completed, we asked participants open-ended questions about their 
process and choices. At the end of each interview, we asked partici-
pants general questions related to their YouTube usage and their 
knowledge of citations and credibility. The activities participants 
were asked to complete are as follows: 

• Video selection using results page signals: Participants were 
given four phrases to search on YouTube. For each search 
term, participants were asked to think out loud while they 
selected a video to watch on that topic, explaining why they 
would choose one video over another. Chosen for their va-
riety in terms of controversy level and need for credible 
information, the search terms were given in the order: “Eu-
rope travel guide”, “should I go vegan?”, “climate change 
2050”, and “different COVID vaccines”. 

• Comparing YouTube and Google results: Participants were 
asked to compare and contrast the search results for “differ-
ent COVID vaccines” on YouTube and Google, focusing on 
the user interface, any signals that stood out, and what they 
liked/disliked on both platforms. Finally, they were asked 
about their preference for one platform over another as a 
source of information and entertainment and the reasoning 
behind such a preference if one existed. 

• Video credibility using playback page signals: Participants 
opened the first two YouTube results for “different COVID 

Table 1: Participant Demographics in the Contextual Inquiry 

Participant Age Range Gender Education 
1 18-22 Female In college 
2 18-22 Male In college 
3 23-30 Female In graduate school 
4 18-22 Female In college 
5 18-22 Male In college 
6 18-22 Male In college 
7 18-22 Male In college 
8 18-22 Female In college 
9 45-60 Female Master’s or above 
10 31-45 Female Bachelor’s 
11 23-30 Female Master’s or above 
12 23-30 Female Master’s or above 
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vaccines”. Without watching the videos, we asked partici-
pants to identify why they believed one video may be more 
credible or trustworthy than the other. This exercise let us 
determine what signals exterior to the video participants 
used to evaluate credibility. 

• Citation generation while watching videos: Participants were 
asked to watch 2 pre-selected videos on YouTube. There were 
three possible video combinations given to participants: 
– A video supporting and a video disproving the moon land-
ing conspiracy theory. 

– An anti-vaccination video and a video disproving claims 
about links between vaccines and autism from the Mayo 
Clinic. 

– Election fraud in the 2020 election from CBS and FOX. 
• Participants were asked to write down the timestamps where 
they thought a citation or further information would be 
necessary. For each point, they were asked to find a source 
online that they believed could be cited. Participants were 
free to format the citation however they chose. 

The three interviewers used open coding methods to perform 
a preliminary round of independent qualitative coding using the 
interview transcripts. After discussion, a consolidated code–book 
was established and used by the primary interviewer to code the 
transcripts. Based on the code–book, emerging topics were identi-
fied by thematic analysis. Codes included but were not limited to 
result order on the search results page, video length, video chan-
nel verification, video thumbnail and preview, date posted, title, 
production quality, description box, comments, suggested videos, 
production quality, and resemblance to clickbait (sensationalized 
title and/or thumbnail). 

3.2 Results 
In this study, we found several signals in which participants com-
monly relied upon (Table 2). The most popular included familiarity 
with the YouTube channel, production quality, and the video de-
scription. It was also revealed, however, that the participants were 
skeptical of the effectiveness and reliability of certain signals. Some 
signals, such as YouTube’s verification system and popup banners, 
were misinterpreted by some participants. Participants also sug-
gested potential improvements and new approaches to credibility 
on YouTube, including knowledge panels on search results pages 
and introducing citations. 

3.2.1 Issues With Existing Credibility Signals. In the current ap-
proach to evaluating credibility on YouTube, users commonly rely 
on several signals. While all signals mentioned by four or more par-
ticipants are shown in Table 2, we elaborate on signals that provide 
better insight into participants’ process of determining credibility 
below. These include: 

Search results ranking. Some participants (5/12) mentioned that 
the order in which videos appear, as determined by the YouTube 
ranking algorithm, affected their video selection process. Most be-
lieved that YouTube ranks videos based on relevance, but some, like 
P12, believed that YouTube promotes videos with certain sources 
and ranks them higher in the search results: “I would assume that 
YouTube would be putting, like, let’s say the more official sources 

or they will be promoting the videos from the official sources, up 
front”. YouTube’s ranking algorithm is complex; our study was 
done in incognito mode, but watch history affects how YouTube 
ranks videos for the many users who do not use incognito mode. 
Thus, users might be misinterpreting YouTube’s ranking algorithm, 
which is concerning as it has been shown that watching videos with 
misinformation can lead to more recommendations with misinfor-
mation [21, 60]. One participant, P4, compared YouTube’s ranking 
algorithm to Google’s search page algorithm. They felt that Google’s 
algorithm was more purposeful in ranking relevant results first, 
while YouTube’s algorithm was guessing at what they wanted to see. 
“With YouTube, I don’t know exactly how the algorithm works...it’s 
not like it shows the verified ones most or it’s not like it shows the 
most viewed ones most. Maybe it’s just guessing what I would like. I 
think in terms of the ordering of things I agree with the Google search 
one more, just because it kind of feels like things are ranked based on 
how technical things are”. 

Video metadata. Video length, posting date, and view count in-
fluenced video selection, with view count often associated with 
credibility. Subscriber count and channel verification played a role 
in determining credibility. Participants also used user engagement 
metrics such as view count (3/12), like/dislike counts (4/12), and 
comments (8/12) to decide whether or not to trust a video. Among 
the participants who cited view count as a reason to trust the video, 
all of them thought that more views implied a more credible cre-
ator. Participant P11 also associated view count with subscriber 
count and thought that together, they could imply that the source 
is credible: “This is something related to a very renowned show and 
has a lot many subscribers, 10.8 million subscribers and around 1 
million views...so a good source”. Participants generally agreed that 
the number of dislikes on a video did not lower video credibility for 
them: “For all you know these dislikes could come from many factors 
and that doesn’t mean that the video is not credible at all” (P12). 
Participants sometimes also referenced the comments as credibility 
signals, where seeing “troll” comments might discourage viewers 
from trusting the video: “So if I were to see troll comments...I would 
just go to a different video because I don’t want to waste my time 
looking at a video that might not be credible” (P12). Troll comments 
also have an effect on how participants trust other signals on the 
playback page, like the like/dislike count. As P2 said, “Right off the 
bat, seeing that there’s a huge dislike to like ratio is something of 
concern. And then I would go down to the comments, then honestly 
reading these comments, I’m starting to think that the dislikes are 
more from people that don’t understand the content rather than being 
like this is not factual.” 

Channel verification. Across different exercises in our study, par-
ticipants noted that there was a lack of clarity on how YouTube 
channel verification works. Participants, like P8, expressed general 
confusion over the process: “Yeah, I mean I don’t really know the 
specifics [of the verified channel check] but I don’t really think that 
it is related to the validity of their content that they provide, but I 
think that it definitely increases their credibility in a sense that it’s 
not like fake or it’s not just like a scam or something”. Beyond the 
confusion, some participants also had a misconception about how 
verification works and interpreted verification as a definitive credi-
bility signal. For example, P9 referenced channel verification as a 
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Table 2: All signals mentioned by four or more participants when describing whether to trust a video or not. 

Credibility Signal Description Count Representative Quote 

Source familiarity 
Talking about having heard 
of the channel before. 12/12 

“...well this is something that I heard of. I know about it a little 
bit, so I would probably click on that” (P6). 

Channel name 
Looking at the channel that 
posted the video. 12/12 

“I would look through these, okay, and the BBC and the 
Today Show are going to be a much vaguer explanation...So 
the AMA, okay, so that is the American Medical Association, 
that might be of interest as well...Okay you see Davis Health 
I know that’s the University of California, Davis, so that might 
be of interest too” (P9). 

Production quality 
Video production quality, 
as perceived by the viewer. 12/12 

“There’s not a lot of production put into it, which is starting to 
make me doubt the content quality” (P2). 

Video description 
The description 
accompanying the video 

8/12 

“Usually I always try and start by looking at the description 
because, to me, a person who wants the video to be credible 
would put a good detailed description here. . . they’ll have a 
good enough description to get people interested in their 
video and get some information if they don’t have time to 
watch the entire thing” P5). 

Interest Thinking a video looks 
interesting or boring. 7/12 

“Chances are that I’m on YouTube because I am looking 
for something that’s entertaining” (P12). 

Thumbnail Using the video thumbnail 
on the results page. 6/12 

“I don’t like how this thumbnail looks. It looks like it’s a little 
outdated, I don’t know, I just don’t like the look of it” (P4). 

Date posted Date posted on YouTube. 5/12 
“I mean, if it’s really old, If it’s maybe three or four years 
old, it may not be up to date with what’s really going on” (P6). 

Title 
Title of the video as 
displayed on the results page. 5/12 

“I am somebody who just doesn’t really prefer any sort of 
like click bait or very catchy titles, I think that kind of thing 
is very misleading” (P7). 

Video preview 
Video preview that appears 
when the user hovers over 
the video thumbnail. 

5/12 

“I mean this feature, a very mini preview of it [the video], 
I think that is also kind of important. So for example if I’m 
looking at this, this seems more like a monologue kind 
of thing” (P6). 

Search result order Basing decision on results 
ranking algorithm. 5/12 

“I would assume that YouTube would be putting, like, let’s 
say the more official sources or they will be promoting the 
videos from the official sources, up front” (P12). 

Comments section The comments on the video 5/12 
So if I were to see troll comments. . . I would just go to a 
different video because I don’t want to waste my time 
looking at a video that might not be credible” (P12). 

Number of views Number of views on the 
video. 5/12 

“So if you have a high number of views It might indicate that 
hey, a lot of people have watched it, and it might be relevant 
and it might have some more trustworthy content” (P6). 

Video length 
Video duration as shown 
on the results page. 4/12 

“I’m just kind of looking for a video that’s not too long but 
also has good information that I could use to learn about 
climate change” (P8). 

Likes and dislikes 
The number of likes or 
dislikes that the video has, 
and the ratio between them. 

4/12 
For all you know these dislikes could come from many 
factors and that doesn’t mean that the video is not 
credible at all” (P12). 

Subscriber count The number of subscribers 
that the video creator has. 4/12 

“I think the low subscriber rate and the lack of production 
of the video has made me a little shifty on this” (P2). 

reason for trusting a video, saying that “this channel is verified so I 
know that it’s not, like, providing false information”. The YouTube 
channel verification process does not involve content verification 
at all [2], so the verification check can be misleading for YouTube 
users who are looking for credibility signals for video content. 

Production quality. Production quality was also brought up by 
all participants, where some participants, like P2, related video 
quality to content quality: “There’s not a lot of production put into 
it, which is starting to make me doubt the content quality”. Having 

high production quality could act as a credibility signal even when 
the channel source was unfamiliar. For instance, P3 did not rule 
out a video even though they did not know of the source, saying 
that “I don’t know who that is, but it looks pretty well designed and 
well funded. I don’t fully trust it because I don’t know who they are, 
but they look like they have good production quality [in the video], 
so we’ll see”. We saw that production quality can compensate for 
a lack of other credibility signals, such as channel familiarity and 
verification. 
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Figure 2: YouTube’s information panel on videos related to COVID-19 

Misinformation–focused information panels. Participants identi-
fied multiple problems with YouTube’s information panels, which 
they confused with ads. YouTube’s information panels appear on 
search results and video topics “prone to misinformation, such as 
the moon landing” [1]. One example is the COVID panel that ac-
companies videos on COVID-19 that links to the CDC website (Fig. 
2). One participant, P5, noted that “One of the things that I want to 
say about YouTube that I don’t like is that a lot of times they use these 
pop ups to also display ads. I usually tend to ignore these because I just 
believe they’re all ads, but like in this is clearly not an ad, this is like 
something that I can use to go to a CDC website”. Thus, the design of 
YouTube’s informational panel can unintentionally dissuade view-
ers from looking at it. Another issue with the panel was that it was 
being misinterpreted. One user interpreted it as an endorsement by 
the CDC. P9 saw the panel under a video on COVID-19 vaccines 
and said, “...get the latest info from the CDC [referring to the popup]. 
So it’s telling me where it’s getting its information from, which coming 
from the CDC would make [the video] a little more trustworthy to me”. 
In this instance, YouTube’s credibility indicator was not interpreted 
the way it was intended—indeed, it had the opposite intended effect 
for at least one of our participants—suggesting that we should be 
cautious when introducing new credibility indicators so that they 
are not misinterpreted by users in a similar manner. 

3.2.2 New Approaches to Credibility. As for new approaches to 
credibility, participants suggested numerous potential improve-
ments. 

Search result knowledge panels. Potential improvements to YouTube’s 
search results page were identified when participants were asked 
to make the same search query on YouTube and Google. P4 noted 
that Google supplied a lot of detailed quantitative information on 
the search query but thought that the same information would be 
too much for YouTube. Instead, P4 thought that YouTube could 
benefit from a knowledge panel with general information: “I think 
all this chart stuff [on Google] is a little bit much for the YouTube 
platform specifically but I do like [the knowledge panel] . . . [it would 
be] helpful to have on the side, just so that it’s accessible but also 
people . . . on YouTube might like learn something on the side that 
they weren’t expecting to”. While adding knowledge panels to search 
result pages could be beneficial, there is a risk of confusion sim-
ilar to YouTube’s current information panels. A distinction from 
channel-provided content would need to be made, and the scope 
should spread beyond that of misinformation-focused information 
panels. 

Citations. Based on the success of Wikipedia and Community 
Notes, we wanted to explore users’ opinions on adding citations to 
YouTube. There was also a distinction made between informational 
and entertainment videos. Participants were unsure about the ef-
fectiveness that citations would have on entertainment videos, and 

some, like P8, noted that citations would be more useful on informa-
tional videos. “A lot of the time, I’m watching [YouTube videos] for 
entertainment purposes, but for a more informational video, I would 
definitely want to see [citations] throughout the video and on the 
screen or on the side”. Multiple participants mentioned that they 
would want to see citations on topics such as medicine, history, and 
politics, or “topics with important life consequences” (P10). Another 
instance that participants mentioned they would like to see cita-
tions is on videos that present an opinion they disagree with. As 
P8 said, “I think a video like this where I don’t really agree with the 
opinion of, I would want to explore [the citations] to like, see what 
their perspective is and know what their thought process was”. In 
this case, the citations could help the user better understand an 
opposing perspective. A few participants also mentioned that they 
would want to be able to ‘flag’ parts of videos, especially when only 
certain parts of a video contain false information. There was some 
disagreement among participants about whether increasing the 
number of citations on a video would make it more credible or less 
credible. One participant thought that adding citations could show 
that the content creator did their research. However, as P7 said, “I 
feel like, the more I talk about this, the more I feel like [seeing cita-
tions] might be helpful because if you see a lot of citations on a video 
it might be a red flag to be like, oh okay maybe I should take a closer 
look at this”. They thought that seeing a video with many citations 
could be a sign that there is a lot of disputed information in the 
video. In adding citations, one way this issue could be addressed 
is through providing multiple citation types such that disputed 
information could be distinguished from supporting information. 

4 VIBLIO 
From our exploratory interviews, we found that people make use 
of multiple existing signals on video-sharing platforms to deter-
mine credibility. However, their heuristics for credibility included 
outright incorrect ones, such as incorrectly assuming information 
panels serve as endorsements, as well as ones that may lead them 
astray, such as the verification signal or production quality. We also 
took inspiration for how to implement credibility signals from other 
major information sources online, like citations (Wikipedia), knowl-
edge panels (Google), and crowdsourced misinformation warnings 
(Community Notes). With these findings in mind, we developed a 
prototype system called Viblio. Instantiated as a Chrome extension 
for YouTube, Viblio allows users to add and view crowdsourced 
citations on any YouTube video. 

4.1 Design 
Prior to implementing our system, we developed some design goals 
for Viblio based on the findings of our exploratory study, other 
credibility-focused systems, and extant literature. For functionality, 
the system should allow anyone to add a citation and view all 
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citations on any YouTube video. We wanted to add granularity to 
these citations by only displaying them for a certain time frame, as 
perhaps only a part of the video requires a citation. Feedback from 
interviewees regarding their usage of citations showed that it was 
important to specify the purpose of a citation, such as whether it 
supports or refutes content in the video or simply provides further 
information. Participants also expressed that they would only want 
or need citations in specific circumstances, so we wanted the system 
to be low-profile when not in use. 

As we designed Viblio, we kept our findings from the exploratory 
study and prior work in mind. Community Notes’s initiative that al-
lows users to identify and annotate tweets that they believe contain 
misinformation or false content inspired our use of a crowdsourc-
ing approach for the collection of citations [38]. Based on extant 
literature ([101]), we wanted to activate users’ agency in shaping 
their perception of content credibility. It was important for us to be 
able to display information from experts, reputable organizations, 
or authoritative accounts, as users are inclined to trust this content 
more [22, 72]. 

Our exploratory study shows that existing credibility signals 
can play a large role in users’ credibility judgment. We thought it 
was particularly interesting how users went to look at the video 
description on the playback page, which influenced our decision 
to place the extension below the video. It was also surprising how 
easily signals could get misinterpreted, like YouTube’s information 
panels on misinformation-prone topics. As a result, when designing 
our system, we wanted to make it clear that the extension was a 
separate add-on to the video that referenced citations and not any 
sort of endorsement by outside sources. Although we purposefully 
kept the citations separate, we also did not want the interface to 
distract or interfere with the user’s experience watching videos. As 
P10 mentioned in 3.2.2, we wanted our system to be able to blend 
into the interface when not needed. For this reason, the elements, 
colors, and shapes within the extension closely mirror YouTube’s 
existing interface. 

Another important factor we considered in the design process 
was indicating the citation type. It was important for users to be 
able to quickly identify whether a citation supported or refuted 
the information in the video. Based on suggestions from partici-
pants, we also chose to include a third category of citations, extra 
information. This type is intended for sources that provide further 
context or expand upon the information provided within the video. 
We also wanted to be careful about how this labeling would affect 
the viewer’s overall opinion, especially as recent work found that 
stance-based labels may intensify selective exposure and lead to 
users being more vulnerable to polarised opinions and fake news 
[50]. 

When considering the permission-levels and potential for misuse 
of Viblio, we wanted to focus first on whether citations made in 
good faith would have an impact or have any utility for users 
and how best to present citations. After validating this, future 
work could consider how to guard against bad-faith actions. We 
discuss possibilities in Section 7 (Future Work) that draw ideas from 
successfully moderated crowd-powered systems. 

4.2 System Description 
Citation insertion. When the user wants to add a citation, they 

can click the “Add citation” button on the extension. This opens 
up a form where users can input citation information such as the 
link to the citation, the type of citation, any comments or notes, 
and start/end times for the section of the video it references (Fig. 
3a). The start time is automatically populated to the current video 
playback time, and the end time is 10 seconds later than the start 
time (or the end of the video, if that is sooner). Both fields can be 
adjusted by the user. On the backend, information about the source 
is scraped from the provided link, such as the title, author, source, 
description, and cover image. 

Timeline view. The default view on Viblio is the timeline view 
(Fig. 1). A timeline is displayed across the top of the Viblio win-
dow, which syncs with the video timeline. If a user jumps ahead in 
the video, the Viblio timeline will mirror this. Any crowdsourced 
citations added to the video will appear as circles along the time-
line. As the YouTube video plays, once the video enters a time 
frame specified by a citation creator, the relevant citation will be 
displayed under Viblio’s timeline. Users can also navigate to the 
start time of the video clip associated with a citation by clicking on 
the corresponding circle on Viblio’s timeline. 

List view. The other way to explore citations is through the list 
view (Fig. 3b). By default, all of the video citations are displayed in 
a scrollable list. Shortcut buttons to individual citations are shown 
on the left side of the window. The citations on this page are not 
displayed based on when their specified time frame is currently 
being played, so they give the user a chance to explore all of the 
citations in depth. 

Citation types. From our contextual inquiry, we learned that 
users may use citations for a variety of purposes, such as references 
or a bibliography, flags for misinformation, and to provide extra in-
formation. As a result, we wanted to incorporate a way to represent 
these different types of citations in the system. We included op-
tions to “support the video clip claim”, “refute the video clip claim”, 
and “provide further explanation” (as seen in Fig. 3a). Depending 
on the type of citation, an icon is displayed on the citation, and 
a color treatment (green for supportive, red for refuting, or blue 
for informative) is used throughout the extension in reference to 
the specific citation, such as in the citation’s coordinating circle on 
the timeline. Using colors and icons to indicate the citation type 
allows users to quickly identify the relationship of the citation to 
the video. 

Citation format. When a citation is displayed within Viblio, a 
consistent format is used. We based the information collected and 
displayed for each citation on popular citation formats and the 
norms set forth by Wikipedia. Depending on the information that 
was able to be scraped from the provided link, the citation block 
will display the title, source, description, and cover photo. Along 
with the metadata, any comments or notes the user made when 
adding the citation, the timespan the citation is referenced in the 
video, and the type of citation is displayed. 
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(a) Add View 

(b) List View 

Figure 3: Viblio’s list view and add-citation view. Add-citation view shows where participants enter relevant data for a new 
citation. In list view, shortcut buttons for each citation are on the left, while citations are shown on the right. 

4.3 System Implementation and Considerations 
This extension was implemented for Chrome using JavaScript (Re-
act). The back end is an Azure CosmosDB database that interfaces 
with a React front end through a Python Flask API deployed as 
an Azure Web App. We chose to develop a Chrome extension for 
YouTube over a separate video-playback platform as our goal was 

to build upon users’ existing behaviors and an established social 
platform. 

However, this decision also required some trade-offs due to the 
limitations of developing a Chrome extension. The main trade-
off we made was that Viblio would only be able to be used on a 
computer and would not be able to be used on the YouTube app or 
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mobile Chrome. A more integrated approach would allow Viblio to 
be used on the app or mobile devices, responsible for around 90% of 
YouTube’s watch time [6]. In the meantime, our prototype allows 
us to quickly experiment with and deploy new credibility signals 
in real-world settings. 

5 REFLECTIVE STUDY OVERVIEW 
In order to evaluate our system’s efficacy as an additional credibility 
signal on YouTube, we deployed Viblio in an extended user study. 
Participants were tasked with using Viblio on a given set of videos 
over the course of two weeks. Our goal with this study was to 
evaluate Viblio as a new credibility signal, Viblio’s use in the context 
of other credibility signals, Viblio’s effect on participants, and the 
topics for which Viblio could be of use to YouTube users. 

5.1 Methods 
Participants were primarily recruited through word-of-mouth and 
X and were asked to provide demographic information, including 
age range, gender, political preference, and education level (Table 
3). They were also asked about their familiarity with YouTube, the 
type of content they typically watched, and the average amount of 
time they spent on YouTube (hours/week). Responses to recruiting 
materials were then screened for comfort with screen sharing, being 
recorded in online meetings, comfort using Chrome, and basic 
knowledge using YouTube. Generally, participants were selected by 
sign-up order with an aim to also diversify the participant group 
as much as possible. Of the 12 participants, half were in the 23-30 
age range, and three were over 45. Overall, the participants skewed 
male (7/12), educated (7 with Master’s, 5 with Bachelor’s), and 
usually spent up to 7 hours on YouTube a week (6 spent less than 3, 
5 spent 3 to 7 hours). The group was relatively politically diverse, 
with 3 identifying as Democrats or left-leaning, 2 identifying as 
Moderate or centrist, 1 identifying as Republican or right-leaning, 
1 identifying as independent, and 4 choosing not to share. Upon 
completion of the entire study, participants were compensated with 
a $60 gift card. One participant (P6) did not fully complete the 
study; however, his responses were included for the exercises he 
did complete. 

The study took place virtually on Zoom over a period of around 
4 weeks, although each participant took a maximum of two weeks 
individually to complete the study. Each participant made their way 
through three distinct sections of the study: an onboarding inter-
view, independent activities using Viblio, and a reflective interview. 

On-boarding interview. For the on-boarding interview, we started 
by assisting the participants through downloading and installing 
Viblio. Depending on the participant’s technology experience, this 
sometimes involved screen-sharing to provide a visual aid. Once Vi-
blio was installed, participants were given the link to an onboarding– 
specific YouTube video. Participants were then given time to explore 
and interact with Viblio. Once they felt comfortable with the exten-
sion, we then led participants through usability exercises. These 
exercises involved navigating to the Timeline and List views, view-
ing specific citations, and adding a new citation to the video. For 
the purpose of the usability test, the content of the citation added 
was not important. Once the onboarding and usability exercises 

were complete, any remaining time was spent ensuring that partic-
ipants fully understood how to use Viblio before the independent 
exercises. 

Independent exercises. The main portion of this study is the inde-
pendent exercises each participant completed. Over the course of 
around 15 days, each participant was given a schedule of videos to 
watch, split across ten days. Each day, participants had 2–3 videos 
to watch (totaling under 30 minutes) and a reflective survey to 
complete. Participants were divided into three randomized groups, 
and each group received a unique schedule. The schedules were 
planned so that each group would encounter videos at different 
stages. Some videos would not have any citations added, while oth-
ers would already be populated with citations by other participants. 
This method ensured that participants encountered a variety of 
citation volumes across videos. 

Daily survey. For each day of the study, each participant would 
fill out a daily survey for the videos they watched. Participants were 
asked to fill out this survey while completing the exercises so that 
responses would be of the moment. Before watching each video and 
interacting with Viblio, the participant would rate how credible they 
believed the video was on a scale of 1–5 and explain their reasoning 
behind the rating. Once the participants watched the video and 
interacted with Viblio, they would then rate the credibility again. If 
their score changed, they were asked to explain what had affected 
their rating (or not). If the participant came across something in 
the video that they believed needed a citation and there was not 
one already added by another participant, we asked them to find 
an appropriate source and add a citation. Participants would also 
record this event in the daily survey. 

Video set. We developed the set of videos used in the study to 
cover a variety of topics, types of video, possible source types, 
use cases, and credibility levels (Table 4). The topics covered by 
the videos went from informative topics like the history of cereal 
and laser eye surgery, to controversial subject matters like elec-
tion fraud, COVID-19 vaccines, and abortion. The types of video 
included educational, entertainment-based, and news reporting. 
Videos were published from well-known sources like Fox News 
and Crash Course, as well as from small local news stations and 
independent creators. A few of the videos purposefully contained 
problematic or false information. During the reflective interview, 
participants were informed of the videos, including misinformation. 

Reflective interview. Once each participant finished the indepen-
dent exercises, a semi–structured final reflective interview was 
scheduled. The first part of the interview focused on the partic-
ipant’s experience throughout the study. Questions were asked 
about the usability, their process for exploring and adding citations, 
how they chose whether or not to add a citation, how Viblio affected 
their YouTube experience, how Viblio affected their credibility rat-
ings, and the quality of citations they came across. The participant’s 
responses to the daily survey were reviewed beforehand, then any 
outliers or noteworthy responses were discussed. This discussion 
helped clarify motivations, the participant’s process, and any con-
fusion. The last topic of the interview covered possible applications 
of the system. Participants were asked to evaluate if they could see 
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Table 3: Participant Demographics in the Reflective Study 

Participant Age Gender Education Level Political Preference 
Average Hours 
On YouTube 
Per Week 

Primary Use 
for YouTube 

1 23-30 Male Master’s Degree or above Chose not to share 3-7 Entertainment 
2 18-22 Male Bachelor’s Degree Democrat/Left-leaning 3-7 Entertainment 
3 45+ Female Bachelor’s Degree Democrat/Left-leaning <3 Entertainment 
4 45+ Male Bachelor’s Degree Moderate/centrist 3-7 Education 
5 45+ Male Master’s Degree or above Republican/right-leaning <3 Current events/news 
6 31-45 Male Master’s Degree or above Moderate/centrist <3 Education 
7 23-30 Male Master’s Degree or above Independent 3-7 Entertainment 
8 23-30 Female Master’s Degree or above Unsure 3-7 Entertainment 
9 23-30 Female Master’s Degree or above Democrat/Left-leaning 7+ Entertainment 
10 18-22 Female Bachelor’s Degree Chose not to share 3-7 Entertainment 
11 23-30 Male Bachelor’s Degree Chose not to share <3 Entertainment 
12 23-30 Female Master’s Degree or above Chose not to share <3 Entertainment 

themselves using this system in the future and, if so, where they 
would use it. 

Analysis. The three sections of the study were analyzed individ-
ually. Open-coding methods were used to complete a sample set 
from each section. Once a code-book was established, the three 
data sets, the transcripts from the onboarding and reflective inter-
views and the daily survey, were coded. Based on the code book, 
emerging topics were identified by thematic analysis. Some of the 
codes included but were not limited to design feedback, usability, 
use case, citation quality, and process. Throughout the study, data 
was also recorded whenever users interacted with Viblio and the 
citations. Given the small sample size, the statistical results of this 
data collection are not significant to our findings. We do, however, 
refer to this data to discuss participant’s usage of Viblio throughout 
the study. Usage data results can be viewed in Tables 5 and 6 in the 
Appendix. 

5.2 Results 
5.2.1 Impact of Citations as a Credibility Signal. Analysis of the 
daily participant survey highlights the dynamics of credibility as-
sessment in the context of various video genres, shedding light 
on the intricate interplay between source credibility, the presence 
of citations, and the influence of individual perceptions and prior 
beliefs. While some participants found citations instrumental in 
confirming their skepticism regarding untrustworthy statements 
from known sources, others found citations to be essential in miti-
gating biases, especially in videos that lacked alternative viewpoints. 
Our exploratory study showed that signals such as the video con-
tent, source reputation, and sensationalism influenced participants’ 
credibility assessments. Citations served as an additional credibility 
signal in these cases, reinforcing trust in familiar and reputable 
sources. 

Evaluating news sources and political content. In the evaluations 
of videos with political content, participants placed significant em-
phasis on source credibility. Established sources like NBC News and 
Reuters were generally perceived as more trustworthy. However, 
pre-existing perceptions of bias in news sources, such as Fox News, 
influenced participants’ initial credibility ratings. The presence of 

citations within these videos played a crucial role in enhancing 
post-watch credibility, particularly by validating the claims made in 
the video. In a video published by Fox News, P11 first commented, 
“Fox News is mostly credible, but sometimes also spreads misinforma-
tion”. After exploring the citations, P11 raised his credibility score 
and commented, “I think the citations helped me validate the facts in 
the video and hence I increased my credibility score”. 

Participants found comfort in citations from reputable sources 
and the inclusion of direct video footage or quotes, such as in a video 
focused on a strike at Rutgers University. Participants appreciated 
the lack of commentary or controversial assertions in the video, 
which contributed to its credibility. While some participants did 
not add citations because the video did not make specific claims, 
those who did found that the citations provided additional context 
and information about the strike, reinforcing the video’s credibility. 

Videos discussing legal cases and investigations received mixed 
credibility ratings. Participants considered the nature of the topic 
and the source’s reputation when evaluating credibility. Citations 
were valuable in providing additional context, fact-checking, and 
validation of claims, which contributed to increased credibility. 
Skepticism was often related to concerns about the evidence pre-
sented in the videos and the potential for bias. For example, in a 
video investigating ExxonMobil, one participant found that “at its 
first appearance the video seemed to be a direct attack on ‘ExxonMo-
bil’, though there are multiple other industries and factors that are 
responsible for the increased plastic production and pollution. Not a 
clear mention of this made me question the credibility of the video 
as it tried to overshadow the actual issue at hand” (P12). After re-
viewing the citations, P12 found that “some of the citations actually 
backed the claims or provided neutral evidence, removing the bias 
that I earlier had”. 

Assessing scientific and educational content. Videos featuring ed-
ucational and scientific content from trusted sources like Crash-
Course and TED-Ed were consistently perceived as highly credi-
ble. Participants’ familiarity with the source and previous positive 
experiences with informative, unbiased content influenced their 
pre-watch credibility ratings. On a CrashCourse video, P11 noted: 
“I was familiar with the content discussed in the video and could verify 
its credibility. Also, I have personally watched a lot of videos created 
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by this channel and can vouch for its content (based on my prior ex-
perience)”. While citations were present in these videos, they were 
viewed as less crucial, as participants deemed the content itself 
well-researched and trustworthy. In this case, the existing credi-
bility signals proved to be enough for participants and citations 
were not used as a credibility signal. Instead, citations primarily 
played a role in providing additional context and facilitating deeper 
exploration of the topics discussed. On a TED-Ed video, P6 com-
mented: “I liked the citations because they allowed me to quickly 
explore topics that were mentioned in the video”; whilst on a Crash-
Course video, P12 commented: “the citations helped me read up 
about the things discussed in the video in detail, increasing my notion 
of credibility for the video”. Sources in the citations of these videos 
were generally clicked on more than average (see Table 5). Trust 
in the source, informative content, clear explanations, and visual 
evidence through experiments contributed to participants’ positive 
credibility assessments. 

Evaluating videos on sensitive and controversial topics. Videos 
discussing sensitive and controversial topics, such as abortion and 
election fraud, often faced credibility challenges. Participants ex-
pressed skepticism based on concerns about potential misinforma-
tion and bias in these videos. In a Joe Rogan video surrounding 
COVID-19 vaccine controversy (Video 22), P9 noted: “I have pre-
conceived notions that discredit Joe Rogan. Also, I found that the 
sensationalization about the title and the intro reduced my feelings 
of credibility about the video”. In such cases, citations played a cru-
cial role in influencing credibility by corroborating or refuting the 
video’s claims. Participants relied on citations to fact-check claims 
and provide additional context, which significantly impacted their 
overall credibility assessments. On the same video, P11 commented: 
“The citations helped me validate some of the facts in the video, and 
also helped refute some of the misinformation in the video”. Skepti-
cism was often linked to the controversial nature of the topic, and 
participants highlighted the need for further verification and more 
objective reporting. 

In summary, participants’ credibility assessments were initially 
shaped by factors and existing signals such as the perceived credi-
bility of the news source, the sensitivity of the topic, and the clarity 
of presentation. The presence and relevance of citations played a 
critical role as a credibility signal in either strengthening or weak-
ening the videos’ credibility, depending on their alignment with 
the video’s content and participants’ preconceptions. The influence 
of participants’ prior knowledge and biases about specific topics 
and sources also significantly shaped their credibility evaluations. 

5.2.2 Viblio’s Use as a Credibility Signal. In this study, participants 
offered insight into their experiences with Viblio, a tool designed to 
intentionally center credibility on YouTube. Their feedback ranged 
from usability strengths and concerns to motivations for engaging 
with citations and perceptions of their impact alongside existing 
signals. Participants demonstrated diverse strategies for interacting 
with citations and varied opinions on their utility. Some envisaged 
Viblio’s potential in different contexts, while others highlighted 
factors influencing changes in credibility scores. Their willingness 
to use Viblio in the future was shaped by context and personal 
preferences. 

Usability and design. Participants provided valuable feedback 
on the usability of Viblio, highlighting the overall utility and areas 
for potential improvements. Every participant found the extension 
to be intuitive and easy to use, with P5 even stating: “I would be 
an enthusiastic yes to advocate for YouTube to add this functionality 
natively”. The main feedback we received related to Viblio’s inte-
gration into the YouTube interface. Some users (P1, P4, P7, P10, P12) 
found the division between the video itself and the extension hard 
to bridge. P4 and P11 expressed interest in an interface that over-
lays the video for a more integrated approach. P10 found scrolling 
between the video and the extension distracting. P7 discussed how 
it was difficult to process the video content and read the citations 
at the same time: “I think, usually, like, my YouTube routine is a lot 
more, like, I guess less cognitively intensive. . . I don’t think twice or 
not whether or not this is true”. 

Engagement process. Participants engaged with Viblio’s citations 
using diverse strategies, reflecting their individual information-
seeking habits and Viblio’s flexibility to accommodate various user 
preferences. The majority of participants would use the timeline 
view while simultaneously watching the video. A few participants 
(P2, P10, P11) shared that they would actively pause the video 
and explore the citations when unfamiliar topics came up. P1 and 
P3 used Viblio to ‘fact check’ when questioning information. One 
participant (P7) preferred to take the time to explore citations before 
watching a video. In general, participants would use the timeline 
view while the video was playing but would use the list view when 
actively engaging with and exploring the citations. For example, 
P9 shared that she would use List View more: “I use the list format 
more than the timeline format and honestly, usually I’d, like, click the 
video and then kind of scroll through the list and it’s almost like a 
little outline of the video. . . I thought it was really helpful”. In Table 
6, our interaction data shows how the majority of participants had 
a primary view that they used to interact with citations. Another 
interesting takeaway from our usage data involves the frequency at 
which participants practiced lateral reading. The majority, nine, of 
our participants clicked through to an article between 0 and 5 times. 
Three of our users, however, explored a citation’s source more: 10, 
20, and 35 times. 

Motivations for adding citations. Participants in the Viblio plat-
form exhibited a wide range of motivations for adding citations dur-
ing the study. An overarching theme displayed by many participants 
was the motive to add citations when encountering ambiguous or 
untrue information. One participant cited that her motivation lay 
in curiosity and the urge to fact-check questionable or disagreeable 
content: “I think it was that curiosity, or that, like, ’is that right?’ 
that was when it was easiest to make the citation” (P9). Four other 
participants (P1, P3, P10, and P11) expressed similar sentiments. 
Three participants, P4, P5, and P7, approached adding citations 
through a balance-based perspective, especially in political discus-
sions. P5, for instance, emphasized the importance of reinforcing or 
counteracting points within the video, stating, “If there’s something 
that I’m aware of from my knowledge that reinforces a particular 
point or counters a particular point, then I would take the time to 
research and post it”. The third main motivation we identified in 
the participant’s responses was to seek out information gaps where 
citations could be valuable. Participants who expressed this as their 
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Table 4: Videos used in Reflective Study with participant ratings. 
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primary motivation (P1, P2, and P12) also highly valued citations 
of good quality and credibility benefits. 

Impact and utility of citations. Participants’ perceptions of the 
impact and utility of citations varied across topics and applications, 
but all participants noted at least one case in which they were help-
ful. On the other hand, participants found citations to be of limited 
impact or redundant in cases where they had prior knowledge. In 
contrast, multiple participants emphasized their value in relation to 
unfamiliar video content. For example, P5 commented: “I would be 
more likely to sway my opinion on things that I either didn’t have fa-
miliarity with, or didn’t feel strongly about one way or the other. Then 
I would be more open to changing views or deeper understanding”. P2 
found that citations helped to mitigate some of his initial bias on a 
source, improving his final credibility score. Citations from surface-
level or introductory sources, such as Wikipedia, were often seen 
as redundant. 

Another area that participants found the citations particularly 
helpful in determining credibility was for video content they per-
sonally disagreed with or were uncertain about. P9 stated: "Honestly, 
I think I found [citations] most useful when they disagree with the 
video content. . . And second most useful when it was about a topic I 
wasn’t sure about”. 

In educational or informative videos, citations primarily played 
a different role than credibility. Many participants shared that they 
found most educational content trustworthy, as it is more normal 
for these content creators to verify their credibility by sharing 
where their information comes from. In this case, Viblio became a 
learning tool and a jumping-off point for further exploration. Cita-
tions throughout the video provided an easy way for participants 
to engage with related materials. 

Utility of Viblio in various contexts. Participants expressed var-
ious views on using Viblio in different settings, especially when 
related to controversial or political topics. All participants agreed 
upon the benefits and value of using Viblio in scientific videos and 
fact-based contexts. P10 highlighted Viblio’s potential in medical 
information videos, where accurate facts are crucial. Participants 
also found the citations not to be useful in entertainment-based con-
tent. This was generally attributed to a lack of desire to determine 
a video’s credibility when watching for entertainment primarily. 

Participants’ views on Viblio’s use in political or controversial 
topics presented the widest variety of standpoints. While some 
participants believed that Viblio would be essential to controversial 
topics, others expressed reservations about misuse. In Viblio’s cur-
rent form, P5 expressed concern that Viblio could potentially lead 
to “wars of refutations” if not used judiciously. Other participants 
also expressed concerns about political video citations potentially 
fueling disputes between political groups. On a more personal level, 
participants were also unsure how they would interpret citations 
on political videos: “This part of me thinks that the more political con-
tent, I would use it more for, and part of me also feels like I wouldn’t 
trust a lot of the citations that came up on that, because you can 
find a headline supporting almost anything in my perspective” (P9). 
Looking beyond the concern, some participants envisioned Viblio 
as a tool to balance perspectives within news videos and facilitate 
neutral conversations. 

The feedback and experiences shared by participants in this 
study shed light on the complexities of incorporating citation fea-
tures into online video platforms like YouTube. Users expressed 
a range of preferences, motivations, and perceptions regarding 
Viblio’s usability and impact on their viewing experience. While 
some participants embraced the tool’s potential in specific contexts, 
others called for improvements to enhance cohesion and detail in 
Viblio. 

6 DISCUSSION 
The introduction of Viblio as an extension to YouTube has shown a 
promising shift in how users evaluate the credibility of online video 
content. Our evaluative study, involving participants with diverse 
information-seeking habits and preferences, revealed a remarkable 
level of agency granted to users through Viblio. While participants 
held a wide array of opinions regarding the contexts in which Vib-
lio would prove effective, a unanimous consensus emerged: Viblio 
offered a means for users to take control of their credibility assess-
ments. In this discussion section, we delve into the implications of 
these findings and elucidate the broader applications and potential 
ramifications of Viblio. 

6.1 Empowering User Agency and the Role of 
Citations 

One of the key takeaways from our study is the extent to which 
Viblio empowers users to form their own opinions about video 
content. Participants emphasized that Viblio’s value extended be-
yond the mere presence of citations; rather, it provided them with 
a crucial evaluative point alongside existing signals in assessing 
credibility. Despite the value users mentioned, it was apparent that 
Viblio worked alongside other pre-existing signals rather than re-
placing them. While participants acknowledged that citations them-
selves could harbor biases, they still considered them invaluable 
for fact-checking and validation. Intriguingly, some participants 
proposed the incorporation of a user-rating metric for individual 
citations, reflecting an eagerness to refine the evaluation process 
further. As noted in Section 2, a group of users collectively liking 
or sharing a news article on social media signals collective trust in 
the information’s credibility [48, 56]. Provided this finding proves 
true in Viblio’s application, the additional user-rating metric could 
provide another signal that users could employ in their credibility-
determination process. This revelation underscores Viblio’s poten-
tial as a catalyst for greater user engagement and discernment in 
the face of misinformation. 

Despite Viblio’s potential as a tool against misinformation, it 
is still susceptible to issues other crowd-based or social platforms 
face. In the current version of Viblio, anyone, including bad actors, 
can add citations. In some cases, this could lead to a video, full 
of misinformation, citing a multitude of untrustworthy and/or in-
correct citations. To combat this, it is critical to safeguard against 
low-quality and malicious citations. While this study focused solely 
on implementing an initial system for trust and credibility, it is im-
perative to integrate moderation tools in the future. Similar studies 
and projects, like X’s Community Notes, can be used as an example 
to develop Viblio further. 
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One possible approach that Viblio can follow is that of Wikipedia’s 
crowd-sourced citations, which set standards contributors must 
follow [5]. Another system to look to is Community Notes, which 
has already implemented both a reputation system for users and 
a voting system for individual ’notes’. So far, Community Notes 
has been shown to increase the quality of content produced and 
decrease the number of people sharing content [19]. Preliminary 
findings from Community Notes suggest a similar success for Viblio 
if implemented at scale. It is important to note the differences that 
Viblio faces in comparison to similar tools on other platforms. While 
Community Notes focuses on small amounts of text-based data, 
Viblio must be able to address multiple viewpoints and information 
points for each video. One tweet may only touch on one point, but 
a YouTube video has the possibility to address a range of opinions 
and facts. Viblio has the ability to provide viewers with a way to 
make an overarching opinion on the credibility of the video and to 
determine the validity of individual statements. Viblio also faces 
challenges when compared to Community Notes or Wikipedia in 
terms of the video format; citations for text have long-established 
norms and formats. 

Another challenge area to consider for Viblio is in situations 
where the facts are not settled yet, or information is contested. 
In these situations, citations claiming to support or refute a fact 
may only confuse the sense-making process of users. This struggle 
has already become apparent on Community Notes [46]. One way 
Community Notes is attempting to combat this is by showing the 
community multiple notes suggested by users as well as upvotes to 
allow for the community to collectively decide what to eventually 
share. Given our participant’s use of like/dislike counters as a cred-
ibility signal in the explorative study already, a possible approach 
for Viblio is to include individual counters for each citation on a 
video. 

6.2 Scalability 
A question that remains in regard to Viblio is the possible scala-
bility of the application. The crowd-sourced approach that Viblio 
currently implements requires a high degree of user involvement 
in comparison to systems like YouTube’s information panels. How-
ever, unlike information panels, Viblio is able to provide customized 
approaches to each individual video that can mitigate issues found 
with information panels (see Section 3.2.1). Viblio, like Community 
Notes, could prove its strength for high-traffic videos, where more 
users are likely to add citations throughout a video. On the other 
hand, Viblio’s current system falls short for low-traffic videos which 
will be unlikely to have many (or any) citations added. 

This shortcoming could be mitigated through the possibility of 
automating citations. While AI-generated citations would help com-
bat low-traffic misinformation, the citations themselves may prove 
to be another possible source of misleading sources or misinforma-
tion. An option that warrants further exploration is a human-AI 
collaborative approach, where AI suggests possible citations that 
users approve or deny. Another future possibility AI can add is 
the match of current citations to other matches or near matches 
of claims/video sequences across different videos, allowing for a 
citation to be copied over. 

6.3 Balancing Cognitive Load and Credibility 
An unexpected but enlightening finding from our study pertains to 
the potential mental load Viblio introduces into the user experience. 
Some participants noted that using Viblio alongside video content 
required a noticeable additional cognitive effort compared to their 
customary YouTube viewing habits. However, the unanimous con-
sensus among all participants was that this added cognitive load 
was justified, particularly in the context of complex and controver-
sial topics [62, 83]. This observation highlights Viblio’s role as a tool 
for enhancing critical thinking and information literacy, potentially 
fostering more thoughtful engagement with digital content. 

Beyond its primary goal of aiding credibility determination, our 
study revealed that Viblio can serve a broader set of purposes, par-
ticularly in the realm of education. Participants envisioned Viblio as 
a valuable supplement to video content, allowing viewers to access 
in-depth sources and expand their knowledge on specific topics. For 
instance, in educational contexts such as computer science history, 
where videos often provide concise overviews, Viblio’s ability to 
offer quick and easy access to comprehensive sources can signif-
icantly enhance the learning experience. As educational content 
continues to proliferate on platforms like YouTube, Viblio stands as 
a promising tool with the potential to elevate the quality and depth 
of learning outcomes. 

6.4 Design Considerations and User Feedback 
Our findings also shed light on various design choices and en-
hancements that could further refine Viblio’s utility. Participants’ 
feedback suggests the importance of exploring different placements 
for citations, adding filter views to facilitate the review of citations 
by type, and implementing a minimum show-time for citations, 
even if the cited period is shorter. Moreover, the idea of crowd-
sourcing the usefulness of citations, as proposed by one participant, 
holds promise in augmenting Viblio’s functionality, especially given 
preliminary findings for Community Notes [19]. Users’ varying 
responses to citations based on their initial credibility ratings em-
phasize the need for Viblio to cater to different user needs and 
perceptions. 

7 FUTURE WORK 
Looking forward, the work on Viblio has many possible directions 
to grow in. As mentioned in Section 6.2, the scalability of this 
system is unknown. While systems like Community Notes can 
be looked at as an example, there is no way to know the greater 
impact of Viblio until it is tested on a greater scale. Also, given 
participants’ mixed views on Viblio’s use in political environments 
(Section 5.2.2), a broader study on the use of citations by political 
groups on content both aligning and disagreeing with their views 
could provide crucial knowledge for combating political misinfor-
mation. Another major area for work, mentioned in Section 4.1, 
is to evaluate how to guard against low-quality and/or malicious 
contributions in a crowd-sourced system such as Viblio. Again, 
similar systems such as Community Notes provide an example of 
how Viblio could address this in the future. 

Viblio also has the opportunity to expand into the search results 
page on YouTube, providing crucial credibility-related information 
to viewers when deciding which video to watch. Our exploratory 
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study (Section 3) explored how the ranking of search results, as well 
as other credibility signals, could influence viewer’s choices. Future 
work can explore how new design implementations of Viblio specif-
ically for the search results page could possibly influence viewer’s 
choices. If Viblio expands into a reputable source, the possibility of 
citations influencing the ranking, recommendation, moderation, or 
monetization algorithms/processes becomes available. A trade-off 
of this may be an increase in the creation of false citations or the 
motivation of bad actors to game the system. Previous work has 
also shown that stance-based labels may intensify selective expo-
sure and may make users more vulnerable to polarised opinions 
and fake news, so careful consideration will have to be taken in the 
design process [50]. 

Another direction to explore is the integration of Viblio on dif-
ferent social platforms. During our studies, multiple participants 
commented on the utility of Viblio on other platforms; for example: 
“there’s a Korean social website called Naver and all Koreans use that 
and add to that and stuff. So if I had that on Naver, it will be, like, 
very, very helpful” (Reflective Study P8). Another key player in the 
spread of information online is now TikTok, as there is a growing 
demographic of users turning to TikTok for their news [74]. On 
TikTok, there are even fewer recognizably trustworthy sources pro-
ducing content. While the current design of Viblio would not be 
able to directly translate, the application of a video citation system 
on TikTok is a necessary next step. 

8 CONCLUSION 
Viblio’s introduction as a prototype system for YouTube has un-
locked new dimensions in user-driven credibility determination. 
While we achieved our initial goal of empowering users to assess 
the credibility of video content, our reflective study also illuminates 
Viblio’s potential for multifaceted applications, ranging from educa-
tional enhancement to the fostering of critical thinking. Viblio goes 
beyond merely providing citations and offers a crucial evaluative 
point, facilitating fact-checking and validation. This user-driven 
approach has the potential to enhance user engagement and dis-
cernment, which are vital tools in combating misinformation. As 
we continue to refine and expand Viblio, these findings will guide 
its development, ensuring that it remains a valuable asset in the 
ever-evolving landscape of digital information and online video 
content evaluation. 
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Table 5: Participant Interaction Counts by Video and Category 

Video Titles by Category 
Number of 
Participant 
Responses 

Interactions with Interface Click-Through 
to Citation 
Article 

Timeline View List View 

Educational (avg) 9.57 25.43 14.71 3.43 

Cereal - A Brief History - The New Yorker 5 13 0 0 
Comparative Anatomy: What Makes Us Animals 

- Crash Course Biology #21 
11 23 12 6 

Heredity: Crash Course Biology #9 11 41 3 6 
How does laser eye surgery work? - Dan Reinstein 12 46 34 3 

Is Organic Food Worse For You? 5 7 0 2 
mRNA vaccines, explained 12 28 38 5 

When a physics teacher knows his stuff !! 11 20 16 2 

News (avg) 11.38 20.13 6.75 2.63 

Biden says he’s ’planning on running in 2024’ 10 16 7 2 
Biden: ‘I plan on running’ in 2024 presidential election 12 14 2 3 

California investigates ExxonMobil over its plastics waste 12 25 20 2 
Fake heiress Anna Sorokin to be deported l GMA 12 35 2 2 

Fox settles Dominion case, but bigger lawsuit looms 11 23 6 2 
Kentucky Gov. Beshear lost ’close friend’ in 

Louisville shooting 
12 23 11 7 

Picket lines form at Rutgers University campuses 
during historic strike 

10 6 2 0 

US secrets leaked in social media post containing 
Ukraine, Russia documents 12 19 4 3 

Controversial (avg) 9.70 17.60 5.50 3.90 

"COUNT ONLY LEGAL VOTES" Rudy Giuliani OPENING 
STATEMENT On Election Fraud Claims | NewsNOW From FOX 

9 13 6 3 

Deadline on abortion pill ruling 10 7 0 2 
GOP ban on trans student athletes passes House 10 18 0 5 

Ilhan Omar connected Ballot Harvester in cash-for-ballots 
scheme: "Car is full" of absentee ballots 8 7 4 5 

Joe Biden’s America shouldn’t be our future: Matthew Whitaker 11 23 7 4 
Leak of classified documents and intelligence 

shakes U.S. Department of Defense 
11 21 0 7 

Major anti-abortion group gives scathing response 
to Trump comments 8 39 8 4 

Ruling Against Abortion Pill Mifepristone Could 
Fundamentally Alter The FDA, Becerra Warns 12 34 26 5 

WH ’disagrees strenuously’ with Texas judge’s 
decision on abortion pill 10 4 3 3 

What Did Bill Gates Say About COVID Vaccine Side Effects? 8 10 1 1 
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Table 6: Participant Interaction Counts by Participant 

Participant Interactions with Interface Click-through to 
citation article 

Total List View Timeline View 
1 0 74 2 76 
2 0 49 1 50 
3 6 0 0 6 
4 0 6 0 6 
5 14 19 1 34 
6 85 6 5 96 
7 0 73 4 77 
8 0 18 10 28 
9 0 11 3 14 
10 3 126 35 164 
11 69 7 1 77 
12 0 101 20 121 

Total 212 515 84 811 
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